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In classical mechanics, there are two objectivities: 1- The covariant objectivity concerns the universal
laws of physics required to be observer independent (true in any reference frame); This is a main topic in
this manuscript. 2- The isometric objectivity concerns the constitutive laws of materials once expressed
in a reference frame.

Covariant objectivity in continuum mechanics follows Maxwell’s requirements, cf. [13] page 1: “2. (...)
The formula at which we arrive must be such that a person of any nation, by substituting for the different
symbols the numerical value of the quantities as measured by his own national units, would arrive at
a true result. (...) 10. (...) The introduction of coordinate axes into geometry by Des Cartes was one
of the greatest steps in mathematical progress, for it reduced the methods of geometry to calculations
performed on numerical quantities. The position of a point is made to depend on the length of three lines
which are always drawn in determinate directions (...) But for many purposes in physical reasoning, as
distinguished from calculation, it is desirable to avoid explicitly introducing the Cartesian coordinates,
and to fix the mind at once on a point of space instead of its three coordinates, and on the magnitude
and direction of a force instead of its three components. This mode of contemplating geometrical and
physical quantities is more primitive and more natural than the other,...”

And see the (short) historical note given in the introduction of Abraham and Marsden book “Foun-
dations of Mechanics” [1], about qualitative versus quantitative theory: “Mechanics begins with a long
tradition of qualitative investigation culminating with KEPLER and GALILEO. Following this is the period
of quantitative theory (1687-1889) characterized by concomitant developments in mechanics, mathemat-
ics, and the philosophy of science that are epitomized by the works of NEWTON, EULER, LAGRANGE,
LAPLACE, HAMILTON, and JACOBI. (...) For celestial mechanics (...) resolution we owe to the genius of
POINCARE, who resurrected the qualitative point of view (...) One advantage (...) is that by suppressing
unnecessary coordinates the full generality of the theory becomes evident.”

After having defined motions, Eulerian and Lagrangian variables and functions, we give the definition
of the deformation gradient as a function. We then obtain a simple understanding of the Lie derivatives
of vector fields which meet the needs of engineers. Then we get the velocity addition formula and verify
that the Lie derivatives are objective. Note that Cauchy would certainly have used the Lie derivatives if
they had existed during his lifetime: To get a stress, Cauchy had to compare two vectors, whereas one
vector is enough when using the derivatives of Lie.

We systematically start with qualitive definitions (observer independent), before quantifying with
bases and/or Euclidean dot products (observer dependent). A fairly long appendix tries to give in one
manuscript the definitions, properties and interpretations, usually scattered across several books (and
not always that easy to find).
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A quantity f being given then: g defined by « g equals f » is noted g := f.

Part I
Motions, Eulerian and Lagrangian
descriptions, flows

1 Motions

The framework is classical mechanics, time being decoupled from space. R? is the classical geometric
affine space (the space we live in), and (]1@3,4—, ) ={pg : p,q € R?} =noted /3 g the associated vector
space of bipoint vectors equipped with its usual rules. We also consider R and R? as subspaces of R3, i.e.
we consider R™ and I@", n=1,2,3.

1.1 Referential

Origin: An observer chOOS(ian origin_ O € R"; Thus a point p € R" can be located by the observer
thanks to the bipoint vector Op = ¥ € R” Hence p= O+ 7, and ¥ = Op —noted ,, (.
Another observer ch(£>ses an origin O e R™; Thus the point p can a_~>1so be located by this observer

with the bipoint vector (5p =7 R"; Sop=0+7= 9] +%, and 7 = 00 + 7.

Cartesian coordinate system: A Cartesian coordinate system in the affine space R” is a set Roary =
(O, (€i)i=1,...n), where O is an origin and (€;) := (€;)i=1,...n is a basis in R™ chosen by the observer.
Thus the location of a point p € R™ can quantified by the observer 3% € R” s.t.

1

p=0+7 with #=)Y 2, ie [Ople=Te=|: |, (1.1)

=1 T

s A . . .. A . . N
[#]je = [Op]e being the column matrix containing the components x; € R of Op = Z in the basis (€;).
Another observer with his origin O, and his Cartesian basis (l_)'l)lzln make the Cartesian coordinate
system Rcart,b = (Op, (b:)i=1,...n), and gets for the same position p in R,

n . Y1
- . - ~ 7 . AT .
p=0y+§ with §=) 7b;, ie Owlg=Wr=1 : |- (1.2)

=1 Yn
[gﬂlb [Obp]‘b being the column matrix containing the components y; € R of (’)bp = § in the basis (b;).

And (’)bp O 4] + Op, ie. y= OO + &, gives the relation between & and ¥ (drawing).

Chronology: A chronology (or temporal coordinate system) is a set Reime = (to, (At)) chosen by an
observer, where ¢y € R is the time origin, and (At) is the time unit (a basis in R).

Referentiel: A referential R is the set
R = (Riime, Rcart) = (to, (At), O, (€:)i=1,...n) = (“chronologie”“Cartesian coordinate system”), (1.3)

made of a chronology and a Cartesian coordinate system, chosen by an observer.

In the following, to simplify the writings, the same implicit chronology is used by all observers, and
a referential R = (Riime, Roart) Will simply be noted as the reference frame R = (O, (€;)) (so := Reoart)-

11



12 1.2. Finstein’s convention (duality notation)

1.2 Einstein’s convention (duality notation)

Starting point: The classical notation x; for the components of a vector Z relative to a basis, cf. (1.1).

Then the duality notion is introduced: z; ="°%4 g7 (enables to see the difference between a vector and a
function when using components). So
n n Z1 xl
- . i > - las. . dual .
Z= inei = z'eé; , and [z]‘gcgs : =2 I (1.4)
i=1 i=1 T "
—— —— n
classic not.  duality not.

The duality notation is part of the Einstein’s convention; Moreover Einstein’s convention uses the notation
Sorate; =noted gig e, the sum sign SO | can be omitted when an index (i here) is used twice, once
up and once down, details at § However this omission of the sum sign Y will not be made in this
manuscript (to avoid ambiguities): The TEX-IVTEX program makes it easy to print Y ..

Example 1.1 The height of a child is represented on a wall by a vertical bipoint vector Z starting from
the ground up to a pencil line. Question: What is the size of the child ?

Answer: It depends... on the observer (quantitative value = subjective result). E.g., an English
observer chooses a vertical basis vector @; which length is one English foot (ft). So he writes ¥ = x1d;,
and for him the size of the child (size of Z) is x; in foot. E.g. 1 = 4 means the child is 4 ft tall. A
French observer chooses a vertical basis vector b; which length is one metre (m). So he writes & = yll;l,
and for him the size of the child (size of %) is y' metre. E.g., if 1 = 4 then y; ~ 1.22, since 1 ft :=
0.3048 m: The child is both 4 and 1.22 tall... in foot or metre. This quantification is written & = 4 ft
= 1.22 m, where ft means d; and m means b, here. NB: The qualitative vector & is the same vector for
all observers, not the quantitative values 4 or 1.22 (depends on a choice of a unit of measurement).

With duality notation: # = z'@; = y'by, so if 2! = 4 then y! ~ 1.22. o

This manuscript insists on covariant objectivity; Thus an English engineer (and his foot) and a French
engineer (and his metre) will be able to work together ... and be able to avoid crashes like that of the Mars
Climate Orbiter probe, see remark And they will be able to use the results of Galileo, Descartes,
Newton, Euler... who used their own unit of length, and knew nothing about the metre defined in
1793 and adopted in 1799 in France (after 6 years of measurements), and considered by the scientific
community at the end of the ninetieth century... and couldn’t explicitly use the “Euclidean dot products”
either (which seems to have been defined mathematically by Grassmann around 1844).

1.3 Motion of an object

Let Obj be a “real object”, or “material object”, made of particles (e.g., the Moon: Exists independently
of an observer). Let t1,t2 € R, t1 < to.

Definition 1.2 The motion of Ob in R™ is the map
[thtz] X O@ — R"

P . (t, PObj) — p= (I)(t,PObj) . (1.5)
—— —_———
particle its position at ¢t in the Universe

And ¢ is the time variable, p is the space variable, and (¢,p) € R x R™ is the time-space variable. And
® is supposed to be C? in time.

With an origin O (observer dependent), the motion can be described with the bi-point vector

— ~
7= Od(t, Poy) = Op "4 Z(t, Poy). (1.6)

But then, two observers with different origins O and O, have different description of the motion. There-
fore, in the following we won’t use ¢. Then (quantification) with a Cartesian basis (€;) to make a

referential R, we get (1.1)).

1.4 Virtual and real motion

Definition 1.3 A virtual (or possible) motion of Ol is a function ® “regular enough for the calculations
to be meaningful”. Among all the virtual motions, the observed motion is called the real motion.

12
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1.5 Hypotheses (Newton and Einstein)

Hypotheses of Newtonian mechanics (Galileo relativity) and general relativity (Einstein):
1- You can describe a phenomenon only at the actual time ¢ and from the location p you are at (you
have no gift of ubiquity in time or space);
2- You don’t know the future;
3- You can use your memory, so use some past time # and some past position py,;
4- You can use someone else memory (results of measurements) if you can communicate objectively.

1.6 Configurations
Ob — R"

Fix t € [t1,12], and define d, : ~ _
PObj = p= q)t(PObj) = (I)(t, PObj)-

Definition 1.4 The “configuration at ¢’ of Olj is the range (or image) of E%, i.e. is the subset of R"”
(affine space) defined by

noted = noted

Q :={p e R": IRy € Obj s.t. p= Dy(Poy)} "= &,(0bj) "= Im (D). (1.7)

If ¢ is the actual time then Q; is the actual (or current or Eulerian) configuration.
If ¢y is a time in the past then {4, is the past (or initial or Lagrangian) configuration.

Hypothesis: At any time ¢, €; is supposed to be a “smooth domain” in R", and the map CT)t is assumed
to be one-to-one (= injective): Obj does not crash onto itself.

1.7 Definition of the Eulerian and Lagrangian variables
e If ¢ is the actual time, then p; = <T>t(PO@-) € €, is called the Eulerian variable relative to Foy and t.

o If ) is a time in the past, then p;, = E)to (Poyj) € €, is called the Lagrangian variable relative to Poy;
and ty. (A Lagrangian variable is a “past Eulerian variable”). (Two observers with two different origin of
time % and %’ get two different Lagrangian variable while they have the same Eulerian variable.)

1.8 Trajectories
Let ® be a motion of Oy, cf. 1} and Poy; € Obj (a particle in Obj = e.g. the Moon).

Definition 1.5 The (parametric) trajectory of Py is the function

~ [tl,tQ] — Rn,
Foy; -

~ ~ 1.8
t = p(t) = ®p,, (t) := ®(t, For;) (position of Fop; at ¢ in the Universe). (18)

Its geometric trajectory is the range (image) of E)p()b], ie.

geometric trajectory of Pop = {q € R" : 3t € [t1,t2] 5.t. ¢ = &)H)@ )} = Im(EI;H)@) = (513(}”([2‘:1,1‘:2]). (1.9)

1.9 Pointed vector, tangent space, fiber, vector field, bundle

(See e.g. Abraham-Marsden [I].) To deal with surfaces S in R3, e.g. with S = a sphere (and more
generally with manifolds in R™), a vector cannot simply be a “bi-point vector connecting two points of S”
(would get “through the surface”). A vector is defined to be tangent to S: Consider a “regular” curve
c:s €] —e,e[— c(s) €S where S is a surface in an affine space, and the vector tangent to S at ¢(0) is
wW(c(0)) = limp_y0 M (it is defined with a parametrization of ¢ in a general manifold); Considering
all the possible curves, we get “all possible vectors on S”.

Notation:
T,S := {tangent vectors @, at S at p} = The tangent space at p € S. (1.10)

E.g., if S is a sphere in R? and p € S, then 7,5 is its usual tangent plane at p at S.
E.g., particular case: If S = is an open set in R”, then 7,5 = T,,Q2 = R" is independent of p.

13
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Definition 1.6
The fiber at p:= {p} xT,S ={ (p,w,) € {p} xT,S5}, (1.11)
~——

pointed vector

)

i.e., the fiber at p is the set of “pointed vectors at p’
the “base point” p and the vector @, defined at p.

, a pointed vector being the couple (p, w,) made of

Drawing: A vector in R can be drawn anywhere in R™; While a “pointed vectors at p” has to be
drawn at the point p in R”.
If the context is clear, a pointed vector is simply noted @(p) ="°%4 (p) (lighten the writing).

Particular case: If S = Q is an open set in R”, then the fiber at p is 7,2 = {p} x R™.

Definition 1.7

The tangent bundle T'S := U ({p} x T,,9), (1.12)
peS

that is, is the union of the fibers.
Definition 1.8 A vector field @ in S is a C* function (or at least C2 in the following)
~ [S =TS
@ - . (1.13)
p —@(p) = (p, w(p)).

If the context is clear, a vector field is simply noted w =noted ¢ (lighten the writing).

2 Eulerian description (spatial description at actual time t)

2.1 The set of configurations

Let ® be a motion of Obj, cf. 1} and Q; = &)t(Obj) C R™ be the configuration at ¢, cf. 1) The set
of configurations is the subset C C R x R™ (the “time-space”) defined by

C:

U ({t} x Q) (= set in which you find particles in “time-space”)
t€[ta,t2] (2.1)

{(t,p) eERxR™: H(t,PObj) S [tl,tg] X Ob], p= (I)(t,PO[U')},

Question: Why don’t we simply use (¢, 4,1 € instead of C= Usety ) ({E} X 24)7

Answer: C gives the film of the life of Obj = the succession of the photos €, taken at each ¢; And Q,
is obtained from C thanks to the pause feature at . Whereas Ute[tht?] Q; C R™ is the superposition of
all the photos on the image UtE[tl,tg] Q... and we don’t distinguish the past from the present.

2.2 Eulerian variables and functions

Definition 2.1 In short: A Eulerian function relative to Obj is a function, with m € N*|

ul - { C - R™ (or more generally a suitable set of tensors) (2.2)

(t,p) — &ul(t,p),

the spatial variable p being the Eulerian variable.
In details: A function &ul being given as in 1) the associated Eulerian function &ul is the function

- C — C xR™ (or Cx some suitable set of tensors)
Eul : ( (2.3)

t,p) — é/ﬂl(t,p) = ((t,p), &ul(t,p)) = (time-space position , value),
and is called “a field of functions”. So é/ﬂl(t,p) is the “pointed &ul(t,p)” at (¢,p) (in time-space).
So, the range Im(&ul) = &ul(C) of an Eulerian function &ul is the graph of &ul. (Recall: The graph of

a function f: 2z € A — f(x) € B is the subset {(z, f(z)) € A x B} C A x B: gives the “drawing of f”).
If there is no ambiguity, &ul ="°*4 &ul for short.
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—~ Qt — Qt X IR_:”
At t, the Eulerian vector field at ¢ is Eul; : _
p — &uly(p) := (p, Euli(p)) = (position , value).

Example 2.2 &ul(t,p) = 0(t,p) € R = temperature of the particle Poy; which is at ¢t at p = &)(t, FPoy;); am
Example 2.3 &ul(t,p) = u(t,p) € R™ = force applied on the particle Poy; which is at ¢ at p. .
Example 2.4 &ul(t,p) = dii(t,p) € L(R™ : R*) = the differential at ¢ at p of a Eulerian function 7.

Question: Why introduce &ul? Tsn't &ul sufficient?

Answer: The “pointed value” gﬂl(t,p) = ((t,p), Eul((t,p))) is drawn on the graph of &ul.

E.g., at t at p the velocity vector ¥(¢,p) € R3 can be drawn anywhere, while the “pointed vector”
%(t,p) = ((t,p); U(t,p)) is U(t,p) drawn at t at p (and 7 is called the velocity field).

Moreover emphasizes the difference between a Eulerian vector field and a Lagrangian vector
function, see (3.14)

Remark 2.5 E.g., the initial framework of Cauchy for his description of forces is Eulerian: The Cauchy

stress vector ¢ = ¢g.7 is considered at the actual time ¢ at a point p € €;. (It is not Lagrangian.) un

2.3 Eulerian velocity (spatial velocity) and speed

Definition 2.6 In short: Consider a particle Poy and its (regular) trajectory &>p0,y tt—p(t) = @p% (1),
cf. 1} Its Eulerian velocity at ¢ at p(t) = ®p,, (t) is

Ut p(t)) := B, (1) "1 %‘f(t, Poy), when p(t) = @p, (1), (2.4)

i.e., U(t,p(t)) is the tangent vector at t at p(t) = &)P% (t) to the trajectory 5130@. This defines the vector
C »Rn
(tapt) - g(tvpt)

field (in short) o' :

In details: cf.

~ C »CxRm
2.3)), the Eulerian velocity is the function o :

(t,p) — v(t,p) = ((¢,p), (£, p))
(pointed vector) where ¥(t, p) is given by (2.4).

Remark 2.7 dq;}?b’ (t) = v(t, &)po,ﬂ (1)), with p(t) = épo,y (t), is often written
dp . e . dr =
By =atpr), or St =70, o G =(t,) (2.5)

the two last notations when an origin O is chosen and Z(t) = Op(ti. Such an equation is the pro-
totype of an ODE (ordinary differential equation) solved with the Cauchy-Lipschitz theorem, see §
(A Lagrangian velocity does not produce an ODE, see (3.21)).) ia

Definition 2.8 If an observer chooses a Euclidean dot product (-,-), (e.g. foot or metre built), the
associated norm being ||.||g, then the length ||¥(¢,p)||4 is the speed (or scalar velocity) of Poy (e.g. in
ft/s or in m/s). And the context must remove the ambiguities: the “velocity” is either the vector velocity
¥(t,p) = ®p,,’(t) or the speed (the scalar velocity) ||7(t, p)||,-

Exercice 2.9 Euclidean dot product (-,-)4, Z(t) = Op(t), T(t) = %, and f(t) = ||Z'(t)||y (speed).

Prove : %(t) = (f”(t),f(t))g —noted 2//(¢) . T'(t) (= tangential acceleration).

Answer. 2-D and Euclidean basis: Z(t) = (x(t)) gives f(t) = (2'(t)* + y'(t)2)%, thus f'(t) =

y(t)
& (D" (B)+y (DY (&) _ (&) * 7 (1) . .
1) = o Idem in n-D. m

2.4 Spatial derivative of the Eulerian velocity

Q; — Rm™

t € [t1,to] is fixed, &ul is a given Eulerian function, and &ul; : is C1.
p — Euly(p) := Eul(t, p)

15



16 2.4. Spatial derivative of the Eulerian velocity

2.4.1 Definition

Recall: If © is an open set in R" and if f : @ — R is differentiable at p, then its differential at p is the
linear form df (p) € L£(R";R) (linear map with real values) defined by, for all @ € R” (vector at p),

hi) —
df (p).i = lim w (2.6)
h—0 h
This expression is the same for all observers (English, French...: There is no inner dot product here).

Definition 2.10 The space derivative of &ul at (t,p) is the differential déul; at p, i.e., for all ¢ € [t1,t2],
all p € Q, and all W, € R} (vector at p),

(dEuly(p).5, =) | dullt, p).d, — lim SULEPTATp) = Eullt,p) | noted ag;z (tp)Gy  (27)

h—0 h

In Q, (the photo at t), déul(t, p).w, gives the rate of variations of &ul, at p in the direction .
E.g., at t, the space derivative dv of the Eulerian velocity field is defined by

(tap+hwz) — 77(t7p) (: dﬁt(p)-wp)- (2.8)

du(t,p).adp = lim

h—0

Remark 2.11 In differential geometry, (2.6) is also written @(f)(p) = 4 f(p+hi)j—o; Don’t use this
notation if you are not at ease with differential geometry (where a vector is defined to be a derivation,
so u[f] is the derivation of f by ). oa
2.4.2 The convective derivative déul.v

Definition 2.12 If ¥ is the Eulerian velocity field, then d&ul.v is called the convective derivative of &ul.

2.4.3 Quantification in a basis: df.7 is written (@.grad)f
Quantification: Let f: p € R" — f(p) € R be C. Let (&) be a basis in R". Let (usual definition)

of
axl( p) =

df(p).&; and [df(p)le=(2L(p) .. 2L (p)) (line matrix). (2.9)

(Recall: The matrix which represents a linear form is a line matrix.) And [df (p)]) is the Jacobian matrix
of f at p relative to (€;). So, with @ = .1 u;€; a vector at p, and with the usual matrix multiplication
rule, we have

df (p).@ = [df (p) Zaxz Zu% p) " (d.grad) . £ (p), (2.10)

where (4. grad) 1 CHQ;R) — CO(% R) is the differential operator defined relative to a basis (€;) by

L= . Of
(d.grad).(f) = Zuia . (2.11)
- 9T
If the basis (€;) is unambiguously imposed, then (ﬁ.gr&d)‘ =noted 7 orad

For vector valued functions f Q- R_;", the above steps apply to the components of f in a basis (I_J'Z)

in Rm; If f = Zglfll;“ ie. f(p) = Z;zlfz(p)l_);, then

(@.grad) . (f Z dfi.i)b; = Y _((i.grad) . fi)bi = > > (u;. gf )b;. (2.12)
i=1 i=1 i J
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17 2.5. Streamline (current line)

2.4.4 Representation relative to a Euclidean dot product: gradf

An observer chooses a distance unit (foot, metre...) and uses the associated Euclidean dot product (-, -),.
Let © be an open set in R", f € C'(Q;R) (scalar valued function), and p € Q. Then the (-, -),-Riesz
representation vector of the differential form df (p) is called the gradient of f at p relative to (-,-),, and

named grgmdg f(p) € R7: Tt is defined by
Vi € R, (grad, f(p), @), = df (p).@, written gradf . = df.q, (2.13)

the last notation iff a Euclidean dot product (-,-), is imposed to all observer (quite subjective: foot,
metre 7).

(The first order Taylor expansion f(p+hi) = f(p) + hdf(p).@ + o(h) can therefore, after a choice of
an Euclidean dot product, be written f(p+hi) = f(p) + hgrad, f(p) +, @+ o(h).)

Quantification: Let (¢;) be a Cartesian basis in R”. Then (2.13) gives [df].[i@] = [gradf]T.[g].[@], for all
@ € R} (more precisely [df]z.[d] e = [gradgf]‘g. [9]|e-11d]|), thus (since [g]|e is symmetric)

[gradf] = [g].[df]" (column matrix). (2.14)

e., if gradf = o ja;é; then a; = ZJ 19”8 for all ¢. In particular, if (€;) is a (-, -)4-orthonormal
basis then [gradf] = [df]T.
With duality notations, grad f=>n =@’ '¢; and |l givesa’ = " =1 g” 811 : The Einstein convention

is not satisfied (the index j is twice bottom), which is expected since the definition of grad f depends on

a subjective choice (unit of length). In comparison, df = >, g :ZZ dx® satisfies the Einstein convention (a
differential is objective).

Mind the notations: The gradient grﬁdgf —noted gradf depends on (-,-)g, cf. 1}1 while
(ii.grad) f does not (only depends on a basis), cf. (2.11) (historical notations...).

2.4.5 Vector valued functions

For vector valued functions f Q) — R_;”, the above steps apply to the components f; of f relative to a
basis (b;) in R™... But, depending on the book you read:

1- Ambiguous: d f, the differential of f, is unfortunately also sometimes called the “gradient matrix”
(although no Euclidean dot product is required).

2- Ambiguous: It could mean the differential... or the Jacobian matrix... or its transposed... because
an orthonormal basis relative to an imposed Euclidean dot product is chosen (which one?) and then
[gradf;] = [df;]7... And calculations confuses [.] and [.]7...

3- Non ambiguous: In the objective framework of this manuscript, we will use the differential d f
(objective) to begin with; And only after an explicit choice of bases (€;) for quantitative purposes, the
Jacobian matrix, which is [df]z, will be used.

Exercice 2.13 A Euclidean framework being chosen, prove: (7.grad)7 = Sgrad(||#|[?) + 1ot A 7.
Answer. Euclidean basis (), Euclidean dot product (-, ), ="°%4 (., .), associated norm ||.||; ="°%9 ||.||. Thus
22 )
U= >" | viE; gives H{;’HQ = ZU?’ thus % = ;21;1‘3—;1, for any k = 1,2,3. And, the first component
8113 8112

of rot¥ is (rotd); = e Do’ idem for (rot?)z and (rotd)s (circular permutation). Thus (first component)
T2 T3
- 81}1 8’(13 8112 81}1 1.2 2 =
rotvAv)1 = (m————)v ——= — ——)uy, idem for (rotTAT)2 and (rotTAT)2. Thus (Lgrad(||7] rotvAv); =
(GHTAT) = (G2 — Ty (S22 Sy, (552 and (<3450 Ths (Jarc|7*) 46777,
V1 8”1 +v23 8”2 + v3 gZ? + gzi V3 — g:?’ v3 — g:? Vo + 871 Vo = V1 an + vg 8”1 + vs gZ}s = (V.grad)v;. Idem for the
other components un

2.5 Streamline (current line)

Fix t € R, and consider the photo ; = &)t(Obj). Let p; € 4, € > 0, and consider the spatial curve in 2

at p; defined by:
] —&, 5[ - Qt
: .t. 0) = p;. 2.15

cpt { s — q= Cpt (8) S cpt( ) 2 ( )

17



18 2.6. Material time derivative (dérivées particulaires)

So s is a curvilinear spatial coordinate (dimension of a length), and the graph of ¢,, is drawn in the photo
Qt at t.

Definition 2.14 ¥: (¢,p) — (¢, p) being the Eulerian velocity field of Obj, a streamline through a point
pr €  is a (parametric) spatial curve ¢, solution of the differential equation

dep,
ds

And Im(c,,) is the geometric associated streamline (C €2;).

NB: (2.16) cannot be confused with (2.5): In (2.5 the variable is the time variable ¢, while in (2.16]

the variable is the space variable s.
Usual notation: If an origin O is chosen at ¢t by an observer and Z(s) := Ocp, (s) , then |b is written

diE
ds

(s) = U(cp,(s)) with ¢p,(0) = py. (2.16)

(s) = 6(Z(s)) with Z(0) = Op,. (2.17)
Moreover, with a Cartesian basis (€;)) chosen at t by the observer, with Z(s) = Y. z;(s)€; we get
dE () =38 Li(s)e;, and |i reads as the differential system of n equations in R”

ds
dJCi
ds

(the n functions x; : s — x;(s) are the unknown). Also written

Vi=1,..,n, (s) = vi(t, 21(8), s n(s)) with 2;(0) = (Op}); (2.18)

L TR (2.19)

V1 Un
which means: It is the differential system (2.18)) of n equations and n unknowns which must be solved.

(With duality notations, 9 (s) = vi(t,z'(s), ...,2"(s)) and 2°(0) = (O_p;)z for all i.)

2.6 Material time derivative (dérivées particulaires)
2.6.1 Usual definition

Goal: To compute the variations of a Eulerian function &ul along the trajectory Cfpay of a particle Foy;
(e.g. the temperature of a particle along its trajectory). So consider the function gp, giving the values
of &ul relative to a Foy along its trajectory:

Ghy, (t) == Eul(t,p(t)) when p(t) := Bp, (). (2.20)
Definition 2.15 The Material time derivative of &ul at (t,p(t)) is gp,,'(t) —noted Deul (¢, p(t)).

So:
%(t,p(t)) = gn (1) (= }ng}) Eul(t—kh,p(t—i-hfz) — Eul(t,p(t)) ) (2.21)
N Since gp,, (t) := Eul(t, &)p()b]( ) we get gp,,’ () = 25u(t, <I>p0,y (t)) + déul(t, &)p(),” ().}, 1, (1), thus, having
Op,, (t) = U(t, p(t)) (Eulerian velocity), Z5 (¢, p(t)) = %( ,p(t)) + d&ul(t, p(t)).0(t, p(t))

Déul O0ul
Di = o0 + déul.v|. (2.22)

Exercice 2.16 Prove, if &ul is C?:

D2&ul 325ul 35ul o 4 L
D = g T 20+ déul.— + d*&ul(5,7) + déul.dv.5 (2:23)
Answer.
D¢l _ DES O(%L + deul.v) | Oful -
e = DT = R, (t) = ot 5 +d( 5 + déul .v).v
_ 9%&ul 8(d€ul) v Q& L oL .. -
= 5 9 U+ dé&ul. N + da— U+ d”&ul (7, V) + déul.dv.v,
and &ul C? gives 8t od= do > (Schwarz theorem), hence (2.23). un

18



19 2.6. Material time derivative (dérivées particulaires)

Exercice 2.17 Prove, if &ul is C2, for any vector field 0,

D(dé&ul ) o&ul ow

Dr =d 9 A0+ dé’ul.a + d?&ul (T, @) + dul .dib. . (2.24)
Answer. 2 (dgil‘w) = a(d‘gff‘w) + d(déul.).7 = 2% 5 4 dguz.%f + (d(d&ul).¥) .45 + dEul.diw.v. And the
Schwarz theorem gives % = d(284) since &ul € C*. Hence li un
2.6.2 Remark: About notations
d
e The notation 4 (lowercase letters) concerns a function of one variable, e.g. g;a” (t) == gpy,'(t) ==
. 9Fyy () —gry, (1)
limy,_,p 2o,
e The notation % concerns a function with more than one variable, e.g. %(t,p) =
lithO Eul(t-l-h,p}z—ful(t,p) :
e The notation % (capital letters) concerns a Eulerian function differentiated along a motion,
cf. (2.21)).
e Other notations, often practical but might be ambiguous if composed functions are considered:
d&ul(t, p(t)) Dé&ul dé&ul(t, p(t)) Déul
= t,p(t and ————= = . 2.25
= (), I RN (D) (2:25)

2.6.3 Definition bis: Time-space definition

Consider a C! time-space function f : (t,p) € R x R® — f(¢,p) where t = time and p = space.

Definition 2.18 The differential of f : (¢,p) € R"*! — f(¢,p) considered as a function on the Cartesian
(timexspace) product R x R™ is called the “total differential”, or “total derivative”’, and is written D f
(here time and space are of a different nature).

Soif py = (t,p) € RxR™ and @y = (wo, @) € RxR" (timexspace) then, by definition of a differential,

f(py +hiiy) — f(py)

Df(py) iy == Lim 5 ) (2.26)
i.e.
Thus Dr B g
P) = 3 (t,p) dt + df (t,p). (2.28)

Along a trajectory &)pwy ct— p(t) = &)pay. (t) with f = &ul a Eulerian function: Consider the
time-space trajectory

~ [tl,tQ] — R x R"
Up, - - (2.29)
t = Wp, (1) == (£ Pr,, (1) (= (& p(1))):
(So Im(\flpo,g) = graph(ffpo,”).) The tangent vector to this curve at ¢ is
Up,'(t) = (1, &g, (1) = (1,8(¢,p(t) € R x R (2.30)
where 9(t, p(t)) the Eulerian velocity at py = (¢,p(t)). And (2.20) reads
Ghn () = (Eul 0 Wp, ) (t) = Eul(Vp, (1)), (2.31)
thus B _
Iy, (1) = DEL(F(1)). VR, (). (2.32)

And we recover : G, (8) =CZD 28 (1 (1)) 1+ dEul(t, p(t)).5(t, p(t)) ="°td BEUL(E, p(t)) : The ma-

terial time derivative is the “total derivative” D&ul along the time-space trajectory v Poy -
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20 2.7. Eulerian acceleration

2.6.4 The material time derivative is a derivation

Proposition 2.19 All the functions are Eulerian and supposed C*.
e Linearity:
D(é’ull + /\Eulg) Dé&uly Dé&ulsy

= . 2.
Dt Dt N Dt (2:33)
e Product rules: If Euly, Euly are scalar valued functions then
D(&uly&ul Dé&ul Déul
( Dlt 2) _ o L uly + Euly 2. (2.34)
And if W is a vector field and T a compatible tensor (so T.W is meaningful) then
D(Tw) DT Dw
= U T —_— 2.
Dt Dt v Dt (2:35)

Proof. Let i = 1,2, and g; defined by g;(t) := &ul;(t,p(t)) where p(t) = <A15p0® (t).
® (g1 +Ag2) =91+ /\gg gives li

e On the one hand 200 — 900) 4 g(745) 5 = 9L i + T.28 4 (dT.5).% + T.(d.7), and on the
other hand 2 .5 + T7.2% :( +dTv)w+T(a—w+dw 7). Thus (2-34)-(2.35). ua

2.6.5 Commutativity issue

The Schwarz theorem that, when &ul is C?, the derivatives 264 and d&ul commute. But

ot
Proposition 2.20 The material time denvatwe 7 does not commute with the temporal derivation 2 5t
Deul ogul
or with the spatial derivation d: We have 2 o ) D(Datt ) and d(L25uky o % in general (because
the variables t and p are not independent along a trajectory). In facts:
o(Bgty Dot i Dé&ul,  D(dé&ul
(6th ) _ (Dt ) 4 dsul. % d( D? ) = (Dt“) + déul.dv
, and (2.36)
02&ul | OEul o7 oldéul) | oo, - =
= = d*&ul .U + déul.d
e +d8t +d<€’la o + d“&ul. v + déul.dv
ob&ul  g(2%ul 4 qeul.v)  O(2EL)  ddéul O Schwarz O(252)  dul oV
Proof. 20t _ 9% ) _0050) | 0d&ul ey O senwars 0557) | 08l 7+ déul. 2,
hus t ot ot ot ot 8t ot ot
thus (2.36]);.
Déul o&ul 0(d&ul
d Di‘ = d( a? +deuls) = & 8tu ) 4 d(dul).F + dEul.dz, thus (2.36)».
o&ul
Dé&ul D(dé&ul
So (815 ) # (Datt ) and d( D:ﬁl ) # (DtU) in general. .
Exercice 2.21 Prove (2.36)) with components.
W 6&41 Bé‘ul‘vi
Answer. (€)is a Cartesian basis 8Z€tl = 250 ;%Z L0 = a;tsgl +2 gj@s:z’ +2 %S;fl'av - a;s;z +
o%eul i '+ déul. 28 CAnd 2 6t b _ o%eul + 9 t v = 28l | O28ul i,
Zz otox oDl l . 822( Bsul% 0%%1 o ot2 Zz otox .
And d(55).0 = 30, 2w’ =5, g =%, gtngl w+3 aazigjz viw! +37; G S w’ =
> gtggj w’ + d*&ul (T, @) + déul.dv.p. And 2UED 5 — (2D 4 g(qeul).7)ap = 29N i - dPEul(T,T) =
S, Z8ul i 4 @2 8ul(¥,45). Thus (L2845 = M @ + dul.dv.b for all .

2.7 FEulerian acceleration

Definition 2.22 In short: If CTDPO@ is C?, then the Eulerian acceleration of the particle o, which is at ¢
at pr = %(t, PObj) is

o = noted 3 (I)
In details: as in 1} the Eulerian acceleration (vector) field '7' is defined with l) by

%’(t,pt) = ((t,p1),7(t,p;)) € C x R (pointed vector). (2.38)
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21 2.8. Time Taylor expansion onI;

Proposition 2.23

Dy 0v
J="7 = +diT 2.
~ T 5 dv.7 (2.39)
And if ¥ is C? then o(d) D(d#)
Ny = v 257 0.dv = v U.dv. 2.40
dy 5 + d°U.0 + dv.dv i + dv.dv. ( )

Proof. With g(t) = @(t,p(t)) = ®p,’'(t) and (2.22) we get F(t,p(t)) = ¢'(t) = 2U(t,p(t)). And &

being C2, the Schwarz theorem gives d%qt7 = a(adf). un

Definition 2.24 If an observer chooses a Euclidean dot product (-,-), (based on a foot, a metre...), the
associated norm being [|.||4, then the length ||¥(t, p:)||4 is the (scalar) acceleration of Poy;.

2.8 Time Taylor expansion of o

Let Poy; € Obj and t €]t1,ts]. Suppose 5}:0,7] € C?(Jt1,t2[;R™). Tts second-order (time) Taylor expansion
of ®p,, is, in the vicinity of a t €], to],

By (1) = By, () + (T—1) D, () + (T_Qt)z B, (1) + o((1—1)2), (2.41)
p(r) = plt) + (-0t p(0) + T, p(e)) + ol (1)), (2.42)

3 DMotion from an initial configuration: Lagrangian description

Instead of working on Obj, an observer may prefer to work with an initial configuration Q, = (i(to, oY)
of Olj (essential for elasticity): This is the “Lagrangian approach”. This Lagrangian approach is not
objective: Two observers may choose two different initial (times and) configurations.

3.1 Initial configuration and Lagrangian “motion”
3.1.1 Definition

Obj is a material object, ® : [t1,t2[x O — R™ is its motion, O, = @, (Obj) is its configuration at 7,
to €]t1,t2[ is an “initial time”, and €, is the initial configuration for the observer who chose t.

Definition 3.1 The motion of Ol relative to the initial configuration 2, = &)(to, Oly) is the function

(I)to . {[tl,tﬂ X Qto — R"™

~ ~ (3.1)
(t,py,) — pe = lo (t,py) == ®(t, Poy;) when py, = O(t, Poyy)-

So, pr = ®(t,py,) = &)(t, Poy;) is the position at ¢ of the particle Poy which was at py, at f. In particular
Pty = (I)to (t(vato) = (I)(to, POZZ])

Marsden and Hughes notations: Once an initial time # has been chosen by an observer, then
Plo =noted & then Diy =noted p(capital letter for positions at ;) and p, ="°'¢d p (lowercase letter for
positions at t), so

p=®(t, P) € Q. (3.2)
(When objectivity is under concern, we need to switch back to the notations ®%, p; and p;.)

NB: e Talking about the motion of a position p,, is absurd: A position in R™ does not move. Thus
®% has no existence without the definition, at first, of the motion ® of particles.

e The domain of definition of ®* depends on % through €2;: The superscript © recalls it. And a late

observer with initial time #’ > t, defines ®*" which domain of definition is [t1, 2] X Q4,/; And @’ £ oo
in general because €y, # €14, in general.

21



22 3.1. Initial configuration and Lagrangian “motion”

e The following notation is also used:

q)to(t7p7h) = q)(t7t0apl‘o) (33)

(The couple (to, py,) is “the initial condition”, or #y and p, are the initial conditions, see the § on flows).
e If a origin O € R™ is chosen by the observer, we may also use, with (1.6)),

A

ﬂtﬂzopm:(ﬁ'm(to,fm):)?:@ and ft:@:(ﬁto(t,ftﬂ):f: (‘9}}) (34)

3.1.2 Diffeomorphism between configurations

With (3.1)), define

Q. —Q
plo, 0 o . (3.5)
Py = P =P (pyy) = PO (t, pyy)-

Hypothesis: For all ty,t €]t,t[, the map &P : Q, — Q; is a C* diffeomorphism (a C* invertible
function whose inverse is C*), where k € N* depends on the required regularity.

Thus (3.5) gives fit(PObj) = O (D, (Poy)), true for all Po, € Obj, thus @) o By, = Dy, ie.

Dl .= &, 0 (Dy,) " | (3.6)

Thus, @ = I and & o B = (B, 0 (By,) ") 0 (B4, 0 (B,) 1) = I give
P} = ()" (3.7)

3.1.3 Trajectories
Let (ty, pt,) € [t1,t2] X Q4 (initial conditions) and with (3.1) define

Pho [t 2] = R (3.8)
Po * t o p(t) = B, (1) := Dp,, (t) = ®°(t,p,) when p;, = B, (to)- ‘

Definition 3.2 <I>§)0t0 is called the (parametric) “trajectory of py”, which means: CID;?{O is the trajectory of

the particle Poy,; that is located at py, = ®(t, Poy;) at to. And the geometric “trajectory of py,” is

(@ ) = 8% ()= | (85 (0} (= In(@n,)). (39)
tefts,tz2]

NB: The terminology “trajectory of p,,” is awkward, since a position p;, does not move: It is indeed
the trajectory ®p, of a particle P, which is at py, at o that must be understood.

3.1.4 Streaklines (lignes d’émission)
Take a film between ¢ and T (start and end).

Definition 3.3 Let @ be a fixed point in R™ (you see the point @ on each photo that make up the film).
The streakline through @ is the set

Eyr(Q) ={peQ:3r€[to,T]: p=27(Q) = (1)71(Q)}
={peQ:Iuel0,T—t]:p=2LQ) = (27_,) " (Q)}

= the set at T of the positions (a line in R™) of all the particles which were at Q at a 7 € [to, T).

(3.10)

Example 3.4 Smoke comes out of a chimney. Fix a camera nearby, choose a point @) at the top of
the chimney where the particles are colored, and make a film. At T stop filming. Then (at time T')
superimpose the photos in the film: The colored curve we see is the streakline. un

In other words = U, ¢, {25 (1)} = Uue[O’T_to]{tl)gfu(T)}.
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23 3.2. Lagrangian variables and functions

3.2 Lagrangian variables and functions

3.2.1 Definition

Consider a motion ®, cf. (L.5). An observer chose (subjective) a fy € [t1,%,] (“in the past”); So Q=
O (ty, Obj) is his initial configuration. Let m € N*.

Definition 3.5 In short: A Lagrangian function, relative to Obyj, ® and tp, is a function

ty,ta] X Q, — R™ or, more generally, some adequat set
Lagh - { [t1, 2] x € ( g y q ) (3.11)

(tv pfo) — Eagto (tv pfo)a

and py, is called the Lagrangian variable relative to the (subjective) choice t.
(To compare with (2.2): A Eulerian function does not depend on any t.)

Example 3.6 Scalar values: Lag®(t,p;,) = ©%(t,p;,) = temperature at ¢ at p; = P (py,) = é(t,PObj)
of the particle Foy; that was at py, at 5. (So, continuing example O (t,py) = 0(t,pr).) .

Example 3.7 Vectorial values: Lag® (¢, py) = [t (t,p,) = force at t at p; = @ (py,) = 5(t,Pobj) acting

on the particle Poy; that was at py, at . (So, continuing example U (t,py,) = @(t, pe).) oa

If ¢ is fixed or if py, € Qy is fixed, then we define

Q. — Rm or, more generally, some adequat set
Lagl : { fo tg 8 o a ) (3.12)
Pt — Lagy (py) = Lag® (¢, py,),
t1,ta] — R™ or, more generally, some adequat set
Lagp ) t(o sy ) (3.13)
o t — Lagp, (t) := Lag"™ (t, py, )-

Remark 3.8 The position py, is also sometimes called a “material point”, which is counter intuitive:
Poy; (objective) is the material point, and py, is just its spatial position at ¢ (subjective); And a Eulerian
variable p; is not called a “material point” at t...

By the way, the variable p; is also called the “updated Lagrangian variable”... .

3.2.2 A Lagrangian function is a two point tensor

Definition 3.9 In details: Lag™ being defined in (3.11), a Lagrangian function is a function

— ty,ta] X Q —)CXR_"’”
‘0:{[ P (3.14)

Lag S
(t:p) — Lag (t,py) = ((t,p1), Lag®(t,p,))  when  p, = £ (py,)-
Le. Zzt/gto (t,p) = ((t, D2 (py,)), Lag® (t,py,)). (And R™ can be replaced by some set.)

Definition 3.10 (Marsden and Hughes [12].) A Lagrangian function is a “two point vector field” (or
more generally a “two point tensor”) in reference to the points p;, € €, (departure set) and p; € Q;
(arrival set) where the value Lag® (t,py,) is considered.

Interpretation: (3.14) tells that Lag™(t,py,) is not represented at (, py, ), but at (t,p;): That is, having

graph(Lag®) = {((t, i), Lag" (t,py)) and Tm(Lag) = {((t, pr), Lag® (¢, p))}, (3.15)

we have

Im(ZVagto) # graph(Lag™) : (3.16)

So a Lagrangian function does not define a tensor in the usual sense. To compare with the Eulerian
function &ul which defines a tensor (in particular Im(&ul) = graph(&ul)), cf. db
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24 3.3. Lagrangian function associated with o FEulerian function

3.3 Lagrangian function associated with a Eulerian function
3.3.1 Definition
Let ® be a motion, cf. 1} Let &ul be a Eulerian function, cf. db Let ty € [t1, t2].

Definition 3.11 The Lagrangian function Lag™ associated with the Eulerian function &ul is defined by,
for all (¢, Poy) € [t1,t2] x Obj,

Eag%(ta&)(%ypobj)) = Eul(t,E)(t, PObj))7 (3]‘7)
i.e., for all (¢,py,) € [t1,t2] X Q.
Lag® (t,py,) := Eul(t,p;), when p, = ®(t, Poy) = D (p;) (3.18)
i.e., Lag™(t,py) = Eul(t,p;) when p,, = (®2)~(p,) for all (¢,p;) € C. Tn other words:

Lagh := Eul, o Dl |, 3.19
’ t t

3.3.2 Remarks
o If you have a Lagrangian function, then you can associate the function

Eull := Lagl o (D)1 (3.20)
which thus a priori depends on . But, a Eulerian function is independent of any initial time %.

e For one measurement, there is only one Eulerian function &ul, while there are as many associated
Lagrangian function Lag™ as they are ; (as many as observers): The Lagrangian function Eagt‘)/ of a
late observer who chooses ty' > t, is different from Lag® since the domains of definition €, and Q, are
different (in general).

3.4 Lagrangian velocity
3.4.1 Definition

Definition 3.12 In short: The Lagrangian velocity at ¢t at p; = §(t7PObj) of the particle Foy is the

function -
_ RxQ, — R
Vo . { oo -~ _ (3.21)
(t,py,) — th’(t,pfo) = ®p,, (t) when py, = ®(to, Poy)-
In details: With (3.21)), the Lagrangian velocity is the two point vector field given by
= R x th — C X Rﬂn
Vo t, py) (3.22)

(tapto) - Vto(tvpto) = ((tapt)a Vto(tvpto))a when p; = Pl (t7pto)'

Thus Vo (t,py) = ‘Epo,ﬂl(t) = (t,
was at py, = (T)(pto,PObj) at to; And

graph(?) at (¢, pt).
If t is fixed, or if py, € Qy, is fixed, then we define

pt) is the velocity at t at py = ®(t, Poy;) of the particle Poy; which
Vo (t,p,) is not tangent to graph(V®), cf. (3.16): It is tangent to

Vo (p) = VO (tpy), or V2 () i= VP (t,py). (3.23)
Remark: A usual definition is given without explicit reference to a particle; It is, instead of ((3.21),
L oP'o
Vo (t,py) = W(tvpl‘o% V(t,pr) € R x Q. (3.24)

3.4.2 Lagrangian velocity versus Eulerian velocity

(3.21) and (2.4) give (alternative definition), with p, = (7, Poy,),

- . Odto ~ .
Vi (t,py) = v(t,pr) (= W(t,ptﬂ) = CDPO@’(t) = velocity at ¢ at p; of Poy). (3.25)
In other words,
Vio = 5,0 dl | (3.26)
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25 3.5. Lagrangian acceleration

3.4.3 Relation between differentials
For C? motions (3.26)) gives

AV, (py) = dtiy(pr). A2 (pr,)  when  py = O (py,)- (3.27)

Le., with
Flo = dol noted the deformation gradient relative to f and ¢, (3.28)
dV,° (p,) = dv,(p)-F* (py,) | when  p, = ®} (py,). (329)

Abusively written (dangerous notation: At what points, relative to what times?)

dV = di.F. (3.30)

3.4.4 Computation of dv called L = F.F~! wih Lagrangian variables

The Lagrangian approach can be introduced before the Eulerian approach: Vo being given, define

T (t,pr) = V(t,py), when p =P (p,), (3.31)
of. (3.20). (Le. 7" (£, p) := Vo (£, (py))). So & (t, B2 (py,)) = 222 (¢, py, ), thus
. OP'o A(dd) OF%
do® (t,py).d®" (t,py,) = d(w)(t»%) = T(tpt{)) =5 (t,pw), (3.32)
when &% is C? and F% := d®%. Thus
—to OF™ to -1 . . N 2 1 . .
dv(t,p,) = W(t,pto).F (t,py,)” ", written in short dv= F.F (points? times?). (3.33)

And d° can be written LY in classical mechanics books, so you can find
Ll (py) := F;?O (t).Ff(py,)~", written in short L = PR (at what points, what times?). (3.34)

Here it is not obvious that L,fO (pt) does not depend on ty, which is indeed the case, cf. (D
L (pe) = dvi(py)- (3.35)

Reminder: if possible, use Eulerian quantities as long as possibldﬂ

3.5 Lagrangian acceleration
Let Foy € Obj, tg,t € R, py = CT)pObj (tp) and p; = Cipow (t) (positions of Foy; at t and t).
Definition 3.13 In short, the Lagrangian acceleration at ¢ at p; of the particle Foy; is
T (t,p,) := Dy, (t)  when  py, = Bp, (fo)- (3.36)
In other words .
LO(t,py) :=7(t,pr) when p,=3°(t,py), (3.37)

where §(t,p;) = &)po,y ”(t) is the Eulerian acceleration at ¢ at p, = ®(t, Poyj ), cf. 2.37: .
In details, the Lagrangian acceleration is the “two point vector field” defined on R x €, by

Foo(t,py) = ((t,p1), Bry (1), when p, = ®(t,py). (3.38)

(To compare with (2.38).) In particular T % (¢, p;, ) is not drawn on the graph of T'% at (¢, py, ), but on the
graph of ¥ at (¢, p;).

ITo get Eulerian results from Lagrangian computations can make the understanding of a Lie derivative quite difficult: To
introduce the “so-called” Lie derivatives in classical mechanics you can find the following steps: 1- At ¢ consider the Cauchy
stress vector t (Eulerian), 2- then with a unit normal vector 7, define the associated Cauchy stress tensor g (satisfying

i= o.7), 3- then use the virtual power and the change of variables in integrals to be back into Q4 to be able to work
with Lagrangian variables, 4- then introduce the first Piola—Kirchhoff (two point) tensor B, 5- then introduce the second
Piola—Kirchhoff tensor 9K (endomorphism in Qy)), 6- then differentiate K in Q, (in the Lagrangian variables although the
initials variables are the Eulerian variables in €;), 7- then back in Q; to get back to Eulerian functions (change of variables
in integrals), 8- then you get some Jaumann or Truesdell or other so called Lie derivatives type terms, the appropriate choice
among all these derivatives being quite obscure because the covariant objectivity has been forgotten en route... While, with
simple Eulerian considerations, it requires a few lines to understand the (real) Lie derivative (Eulerian concept) and its
simplicity, see §@ and deduce second order covariant objective results.
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26 3.6. Time Taylor expansion of &0

If ¢ is fixed, or if p;, € Qy, is fixed, then define
T (py) :==T°(t,py,), and T (1) :=T°(tpy). (3.39)

Thus

—

[P =700 and dLP(py) = d7:(p)-Fi (py,), (3.40)

when p; = ®(p;,) and F{° := d®¥ (the deformation gradient).
Risky notation: dI' = d¥.F (points? times?).

3.6 Time Taylor expansion of %

Let ps, € €,. Then, at second order,

ol (1) = Ol (1) + (r—t)@k (1) + #@,@o@ "(t) + o((r—1)?), (341)

that is, with p(1) = g, (1) = 82 (py,),

p(7) = plt) + (070 (t.p0) + TS0,y + of(r172), (3.42)

NB: There are three times involved: # (observer dependent), ¢ and 7 (for the Taylor expansion). To

compare with 1b|| p(1) = p(t) + (7—t)v(t, p(t)) + (T;t)g F(t, p(t)) + o((7—t)?), independent of .

3.7 A vector field that let itself be deformed by a motion
C »R»

Consider a C9 Eulerian vector field @ : B
(t,ps) — W(t,pt)

}. Let ty € [t1,t2] and let o,

Q, — R®
o - . (vector field in €y,). Then define the (virtual) vector field
Py = Wy (pry) = W(to, Pry)

. C —»Rr

Wiy ~ o . N (3.43)
(t,pt) — Wigu(t, pe) = dPO(t, pyy )Wy (Py,),  When  p(t) = (¢, py,).

(The push-forward = result of the deformation of w;, by the motion, see figure )

Proposition 3.14 For C? motions, we have (time variation rate along a virtual trajectory)

= dU.Wy«, 3.44
to

ie. LyW, = 61 where Lz := %’f —dv.id (= % + du.v — dv.d) is the Lie derivative of a (unsteady) vector
field @ : C — R" along ©.

Interpretation: We will see that LywW(ty,pr,) = limsy w(t’p(t))_f'“*(t’p(t)) measures the ‘re-
sistance of W to a motion”, see § Thus the result LyWy.(to,p,) = 0 is “obvious” (=
limy 4, wt‘)*(t’p(t));wt“*(t’p(t))): If & = Wy, then the vector (‘“force”) field W does not oppose any resistance
to the flow.

Proof. p, being fixed, with d®®(t,p,) =" F(t) we have Wy, (t, p(t)) =B F(t).5,(p,), thus
PR (t,p(t) = F'(t).151, (pry) = F'(£)-F () gy (8, p(£)) =E3D dir(t, p(t)) s (2, p(1)), Le. (3.44).

4 Deformation gradient F' := d®

~ Rx Oy — R" ~
Consider a motion & : ~ , Q := ®(t, Obj) the configuration of Obj at any ¢,
(t, Po(,j) — P = (I)(t, PObj)

Qto _>Qt

Pi, = B(to, Poy) — pe = ® (pyy) := D(t, Pory)
morphism. Notations for calculations (quantification), to comply with practices:

fix o, ¢ in R, and let ®P : }, supposed to be a C* diffeo-
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27 4.1. Definitions

1- Classical (unambiguous) notations as in Arnold, Germain: E.g., (@) and (b;) are bases resp. in H@?O

and RY, @y, (p) = X0 wio,i (1)@ € RY, Wi (pe) = 30, wei(pe)b; € RYY; And
2- Marsdeanughes duality notations: Ca_pital_‘letters at to, lower case Letters at t, duality notation,
e.g. (Er) and (&) are bases resp. in R}, and R, W (P) =Y, W/(P)E; € R}, w(p) = >, w'(p)é; € R}

4.1 Definitions

4.1.1 Definition of the deformation gradient F

Qu - L D)

Py — F{(py) = d®Y (pyy)

ant deformation gradient between t, and t”, or simply “the deformation gradient”. And “the covariant
deformation gradient at p;, between # and ¢”, or in short “the deformation gradient at p;,” is the linear

map F°(p;,) € E(Rg;@?), so defined by, for all @, (py,) € I@g (vector at py, ),

Definition 4.1 The differential ddl =noted plo . } is called “the covari-

. DY (py 4Ry, (py,)) — P (p ted B ted
FE () ) o= Jimy PP ZS00) e () (7)) " (1), (41)

with p; = ®(py,). See figure

Marsden—Hughes notations: ® := &% F:=d®, P :=p,, W(P) = Wy (pgy ), p = P(P), thus

F(P)W(P) . }LIL% (I)(P-l—hW(:)) —®(P) noted (I)*W(p) noted @u(p). (4.2)

Qto /—m

Figure 4.1: o is a Eulerian vector field. At # define vector field @y, in Q4 by Wy, (py,) := W(to,ps,). The
(spatial) curve ¢y, : s — pg, = ¢y(s) in Uy is an 1ntegral curve of Wy, i.e. satisfies ¢, ( ) Wy, (e, (8)).
It is transformed by ®% into the (spatial) curve ¢; = ®P ocy @ 8 — pr = ci(8)=PP (¢4, () in Qy;
Hence ¢;'(s) = d® (py,).ci,'(s) = d®P (py, ).y, (py, ) =204 wto*(t pt) is the tangent vector at ¢; at p; (the

push-forward of 1, by ®%). And @(t,p(t)) (actual value) is also drawn.

NB: The “deformation gradient” F{® = d®® is not a “gradient” (its definition does not need a
Euclidean dot product); This lead to confusions when covariance-contravariance and objectivity are at
stake. It would be simpler to stick to the name “F* = the differential of ®{°”, but it is not the standard
usage, except in thermodynamics: E.g., the differential dU of the internal energy U is not called “the
gradient of U” (there is no meaningful inner dot product): It is just called “the differential of U”...

4.1.2 Push-forward (values of F)
Qt{) — Rg

Pty — Wiy (Pry)
vector field (), () in Q; defined by

- - ted
(DF)<ity (pe) = Fi* (pt) Wy (o) "= Wios(t,p¢)  when  py = ©F (py ) (4.3)
See figure Marsden notation: ®,W (p) = F(P).W (P) ="°td g, (p) when p = &2 (P).

Definition 4.2 Let Wy, : { } be a vector field in Q. Its push-forward by ®{ is the
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28 4.1. Definitions

In other words
(D), := (F{°.,) o (BF2) " (4.4)

Marsden notation: ®,W = (F.W)o ®~! = ,.

*

4.1.3 F is a two point tensors

With (4.1)), “the tangent map” is

Ff0 :

- {Qm — Q x L(R};RY) 3

P — F () = (e, F°(py,))  when py = @ (py,).

Definition 4.3 (Marsden-Hughes [12].) The function F/° is called a two point tensor, referring to the
points p;, € Qy, (departure set) and p; = 2 (p;,) € Q; (arrival set where @y« (t, ps) = F{* (ps,). s, (ps,) is

drawn). And in short Fjo =noted pho i said to be a two point tensor.

Remark 4.4 The name “two point tensor” is a shortcut than can create confusions and errors when
dealing with the transposed: Ftt‘J is not immediately a “tensor’”: A tensor is a multilinear form, so gives
scalar results (€ R), while F(P) := Flo(P) ="oted pp ¢ LR} ;RY) gives vector results (in R}). However
Fp can be naturally and canonically associated with the bilinear form Fp € L(R}*, Ry ;R) defined by,
for all iWp € @;}) and ¢, € R7*, with p = & (P),

Fp(ly,ip) :={,.Fp.ip (€ R), (4.6)

see § and it is Fp which defines the so-called “two point tensor”.

But don’t forget that the transposed of a linear form (Fp here) is not deduced from the transposed
of the associated bilinear form (fp here). So be careful with the word “transposed” and its two distinct
definitions. Indeed, the transposed of a bilinear form b(-,-) is intrinsic to b(-,-) (is objective), given by
b (it,%) = b(w, @), while the transposed of a linear function L is not intrinsic to L (is subjective), given
by (LT.@,@), = (L0, @), where (-,-), and (-, -)p, are inner dot products chosen by human beings. (details

in § and §|A.11.1). oa
Remark 4.5 More generally for manifolds, the differential of ® := ®% at P € Qy, is F(P) := d®(P) :
{ TPQtO — Tth

. . with p = ®(P). And the tangent map is
W(P) — . (p) = d®(P).W(P)

0, — T (@7)
| (P,W(P)) — T®(P,W(P)) := (p,d®(P).W(P)) = (p,@.(p)), where p=d®(P), '
called the associated two point tensor. .

4.1.4 Evolution: Toward the Lie derivative (in continuum mechanics)

C={J{t} x %) - R

Consider a Eulerian vector field 0 : , e.g. a “force field”. Then, at fy

(t,p) — di(t,p)

Q, —R!
consider Wy, : fo o . . The push-forward of 1@, by ® is, cf. (4.2),
P — Wiy (pry) = w(to, pry)

Wi (£, 0(t)) = F{(pty) Wi (pry),  Where  p(t) = (¢, py, ). (4.8)
See figure Then, without any ubiquity gift, at ¢ at p(t) we can compare w(t,p(t)) (real value of W
at t at p(t)) with @y« (¢,p(t)) (transported memory along the trajectory). Thus the rate

lf)(t,p(t)) — ’Lﬁto*(t,p(t)) _ actual(t,p(t)) — memory(t,p(t)) is meaningful at (t p(t)) (4'9)

t—1t t—1

(no ubiquity t required). This rate gives, as h — 0, the Lie derivative Lz (the rate of stress), and we

will see at § that Ly = % — dU.A0 (the dv term tells that a “non-uniform flow” acts on the stress).
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29 4.2. Quantification with bases

4.1.5 Pull-back
Formally the pull-back is the push-forward with (®{°)~!

Definition 4.6 The pull-back (®)*w; of a vector field @; defined on §; is the vector field defined on Q,
bY7 with Pty = (‘I’?)_l(pt)a

@ (to, pry) = (@) @y (py) 1= (F2) ™ (o) B(pr),  written  W*(P) = F~"(p).i(p), (4.10)

4.2 Quantification with bases

(Simple Cartesian framework.) (@;) is a Cartesian basis in RZ’O, (b;) is a Cartesian basis in R?, o, is an
origin in R” at ¢, ®% =noted & supposed C*, ; Oy, — R is its components in the referential (o, (l;z))

O(py,) = o0r + Y _ilp)bi, e 0:®(pry) = > oi(pi, )bi. (4.11)
=1

i=1

=~ _noted 5%(

Thus, with the classic notation dy;(py,).d; py,) since (@;) is a Cartesian basis, and (b;) being

a Cartesian basis,

n

R N = Dp; 7 0
P a; = E ; .a;)b; = ; h (0] L= = [F e
d (p&)) aj £ (d‘Pz (pto) aj)bz £ 8Xj (phj)bu thus [d (pfi) )}[a,b] [axj (pfo)] [ (pto)][a,bp

[d(b(pto)][a = [F(pfo)][a 5 being the Jacobian matrix of ® at py, relative to the chosen bases. In short:

- i

dd.d; =
=Y

bi, thus [d®], 5 :[a‘pi}:[F] = = [Fijl, (4.12)

do.W = FW =Y F;jW;b;, ie. [FW];=

7 a5 Wa (4.13)
i=1

(more precisely: FY* (p)-W (p1y) = Y271 Fij (i)W (p1y )b0)- B
Similarly, for the second order derivative d?® = dF (when ® is C?): With U = Z?:1Ujaj and
=  Widk, and with (a@;) and (b;) Cartesian bases, we get

dF (U, W) = d*®(U, W) =Zd2%ﬁW* Z aX o Z( i@ W)ia) bis
B (4.14)

cp=B(P) =0+ Y G (P)E, FY(P)= 22 (P) (= dgl(P).Ey)
=1
« F(P)W = > Fy(P)W'&, [F]=[F}]=[d®], . (4.15)
i,J=1
o dF(U,W) = d?®(U, W) = %UJWKQ => ([U]T.[d2<pi].[m) @
i, J,K=1 i=1

Remark 4.7 J,j are dummy variables when used in a summation: E.g., df. W = S =1 88){3 Wi =

h 1£{,W‘] =3 EggaWo‘ = af W+ 5 6f >W?2 + ... (there is no uppercase for 1, 2...). And
Marsden—Hughes notations (capital letters for the past) are not at all compulsory, classical notations

being just as good and even preferable if you hesitate (because they are not misleading). See § .
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30 4.8. The unfortunate notation dZ = F.dX

4.3 The unfortunate notation dz = F.dX
4.3.1 Issue
, i.e. @, (p) := F(P).W(P), is sometimes written
dZ = F.dX : “a very unfortunate and misleading notation” (4.16)

which amounts to “confuse a length and a speed”... And you also the phrase “(4.16)) is still true if
[|[dX|| = 17... while dX is supposed to be small...

4.3.2 Where does this unfortunate notation come from?

The notation (4.16) comes from the first order Taylor expansion ®(Q) = ®(P) + d®P(P).(Q—P) +
o(]|Q—P||), where P,Q € Q,, i.e., with p = ®P(P) and ¢ = ®?(Q) and h = ||Q—P||,

q—p=F(P).(Q—P)+o(h), written 6% = F.6X + 0(6X), (4.17)
or pg = F(P m +o(h). So as Q — P we get 0 = 0... Quite useless, isn’t it?
While
% F(P). Q; +o(1) is useful: (4.18)

As @Q — P we get W, = F(P)W which relates tangent vectors, see figure Details:

4.3.3 Interpretation: Vector approach

. . [s1,82] = . . to
Consider a spatial curve ¢y, : in Q,, cf. figure |4.11 It is deformed by @ to
s = P:=cy(s)

. to [Sla 52] — Qt .
become the spatial curve defined by ¢; := ®,° o ¢y, : o in Q.. Hence,
s = pi=cils) = B (e ()
relation between tangent vectors:

d d . g dX
S (s) = A e (). 52 (s),, e d(p) = F(P)W(P) wiitten | S =FS=L (419)
But you can’t simplify by ds to get d = F.dX: It is absurd to confuse “a slope %(s)” and “a length §X7.
||dcf( )| = | %(S)H = 1 is meaningful in 1} It means that the parametrization of the
curve ¢, in €, uses a spatial parameter s such that ||c;,/(s)|| = 1 for all s, i.e. s.t. ||[Wp|| = 1 in
figure ﬁ You cannot simplify by ds: ||dX|| = 1 is absurd together with dX “small”.

4.3.4 Interpretation: Differential approach
(4.16)) is a relation between differentials... if you adopt the correct notations; Let us do it: With (4.11)),

=0 = ot Z% _'Z- noted ZmZ(P)l_;l, where ¢; noted z; (function of P). (4.20)
i=1
Thus, with (m,;) = (dX;) the (covariant) dual basis of (@;) we get the system of n equations (functions):
der(P) =370 133'}1 (P) dX;
dd=F, ie. : . which is noted df = F.dX, (4.21)

den(P) =7, 5% (P) dX;

this last notation being often misunderstoo It is nothing more than d® = F' (coordinate free notation).

28pivak [I7] chapter 4: Classical differential geometers (and classical analysts) did not hesitate to talk about “infinitely
small” changes dz’ of the coordinates z?, just as Leibnitz had. No one wanted to admit that this was nonsense, because
true results were obtained when these infinitely small quantities were divided into each other (provided one did it in the
right way). Eventually it was realized that the closest one can come to describing an infinitely small change is to describe
a direction in which this change is supposed to occur, i.e., a tangent vector. Since df is supposed to be the infinitesimal
change of f under an infinitesimal change of the point, df must be a function of this change, which means that df should
be a function on tangent vectors. The dX; themselves then metamorphosed into functions, and it became clear that they
must be distinguished from the tangent vectors 8/90X;. Once this realization came, it was only a matter of making new
definitions, which preserved the old notation, and waiting for everybody to catch up.
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31 4.4. Tensorial notations, warnings, remarks

4.3.5 The ambiguous notation d;f = Fd)?
The bad notation d = F.dX gives the unfortunate and misunderstood notations d.o? — F.dX , and then
d7 = L.d7 where L= F.F1. (4.22)

Question: What is the meaning (and legitimate notation) of (4.22)?

L]
Answer: dZ = L.dZ means

Dy,
Dt

= dv.W,. | = evolution rate of tangent vectors along a trajectory (4.23)

see figure Indeed, @y, (¢, p(t)) =B3 Flo(t, p,, )by, (py, ) gives

U_j * to — to —1 -
D00 (1)) = 2027 0,p0) ) = T (1) (FE (o) e (6000, (429

e, 2% (8, p(8)) = di(t, p(t)) Ty (£, (1)), 0. [1.23). Tn particular 250 (to, pi,) = di(to, pi)- T (py) s

the evolution rate of tangent vectors at #, at py,.

4.4 Tensorial notations, warnings, remarks

As already noted, cf. li the linear map F := d® (py,) € L(ﬁ%; I@?) is naturally canonically associated
with the bipoint tensor F' € £L(R?*, I@g, R) defined by, for all (¢, W) € R* x @g,

F(,W):=(.FW, (4.25)

Quantification of F: basis (&;) with dual basis (74;) in I@g, basis (b;) in R?:

ift Fa;= Z@s@ b then F = Z ®7Ta] Zli—@dgoi. (4.26)
1,j= 1 =
And similarly
Z 3X 8Xk (7Taj ®7Tak ZEZ ®d2(pi. (4.27)
i,7,k=1 =

Warnin: The tensorial notation can be misleading, in particular if you use the transposed, see re-
mark 4.4, So, you should always use the standard notation for the linear form F' € L(R};R}) to begin

with, i.e. use F.d; = Z _1F1]b or F.E; = ZZZIF"J@Z (Marsden notations). And only use the tensorial
notations for calculatlons purposes at the end (after application of the proper definitions).

Remark 4.8 In some manuscripts you find the notation F' = d® =noted § @ V. It does not help to
understand what F' is (it is the differential d®), and should not be used as far as objectivity is concerned:

e A differentiation is not a tensorial operation, see example [FEL so why use the tensor product
notation ® ® Vx, when the standard notation d® ~ F = Yor 6 ® dy' is legitimate, explicit, objective
and easy to manipulate?

e And it could be misinterpreted, since, in mechanics, V f is often understood to be the vector ). g gf €;
(contravariant) which needs a Euclidean dot product to be defined (which one?), while the differential df
is covariant (a differential is unmissable in thermodynamics because you can’t use gradients).

e It gives the confusing notation ®®V y ® Vx, instead of the legitimate notation d*® = Z?zll;i Rd%p;
which is explicit, objective and easy to manipulate: d2®(U, W) = Z?:1d2gpi((7 W) b;. o

Exercice 4.9 Use Marsden duality notations for (4.26))-(4.27).

Answer. Cartesian bases, with (dX?) the (covariant) dual basis of (E;): with F; = BX,, we get dP = =noted [ _
Y& ede =37, Fy&®dX) and d?® =31 & @d0t =37 ey QXBJW & ® (dX7 @ dX"). ’u
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32 4.5. Change of coordinate system at t for F

4.5 Change of coordinate system at t for F

Let pi, € Qg pr = D2 (pyy) € iy W(ps) € RE, @(py) = F (pi,)-W (ps) € R (its push-forward), written
@ = F.W for short. The observer at ) used a basis (@;) in ]I_é%. At ¢, in @?, a first observer chooses a
Cartesian basis (501,”), and a second observer chooses a Cartesian basis (l_)'newﬁi). Let P = [P;;] be the
transition matrix from (501(1,1») to (5,19W7i), ie. I_)'newyj = E?:lPijgoldJ for all j. The change of basis formula
for vectors from (l_;o]d,i) to (Z;Hew,i) (in H@?) gives

-,

— —1 1 - 1
(W) 5o = P .[w]‘gold, thus [F.W]“;Hew =P '[F'Whgo]d' (4.28)
Thus B .
) e Whia = P~ [Fliag W jas (4.29)
true for all W, thus
—1
[F]‘avgnew = P [F]ld,gold " (4-30)

NB: (4.30) is not the change of basis formula [L]},c,, = P~'.[L]|q.P for endomorphisms, which would
be nonsense since F := F/°(py,) : ]l_ég — I@? is not an endomorphism; 1) is just the usual change of
basis formula for vectors w in I@?, cf. (4.28).

4.6 Spatial Taylor expansion of F

Plo =noted ¢ i supposed to be C? for all ty,t. Let Fio = dd ="°td [ 2¢ = dF. Then, in €, with
P ey, and W € R} vector at P,

&(P+hW) = ®(P) + h F(P).W + — dF(P)(W, W) + o(h). (4.31)

And F(P+hW) = F(P) + hdF(P).W + - @2F(P)(W, W) + o(h2).

4.7 Time Taylor expansion of F

[to,T] — R®

i t,pe) — P = B (t,py) = (¢, Poy) = plt)
92 (t, Poy) = %(t,p&,) = Vi(t,p,) = (bg’tol(t) = th% (t) (Eulerian and Lagrangian velocities),
Fo(t,py,) = d®“(t,py,) = Fy; (t). We have

ty € R, oo . {( } is supposed to be C3, and ¥(t,p;) =

dF'o (Do) Pt .

to /4y _ — — to — to

Fp,O (t) - ot (t7pt{)) - ot (tvpto) - d( ot )(tap&J) =dV (tapto) - dv(tap(t))'Fpto (t) (432)
(in short F' = dV = di.F). Thus Fo (t+h) = Ffo (t) + h Fje '(t) 4+ o(h) gives the first order time Taylor

expansion of F% near :
Pty

Fo (t4+h) = Fp2 (t) + hdV, (t) + o(h)

(4.33)
= (I+ndi(t,p(t))) Fls (¢) + o(h).

NB: They are three times are involved: ¢ and ¢t+h as usual, and %, (observer dependent) through F' := Fgf’o
and V = th%, as in 1} This Taylor expansion requires Lagrangian variables (requires ®%).
And, with ¥(¢,p(t)) = a%;o(t,pto) = A®(t,p;,) (Eulerian and Lagrangian accelerations),

to " 82Ft0 —*to -
Fpy (1) = W(t,pt{)) =dA"(t,py,) = dy(t,pr).F(t) (4.34)

(in short F=dA= d¥.F). Thus (second order time Taylor expansion of Fpt“fo near t):

. h2
Fp (t+h) = F2 (t) +hdV,? (t) + 5 dAY, (1) + o(h®)

2

. (4.35)
- (1 + hdi(t, p(t)) + 5 di(t, p(t))) F0 (1) + o(h?).
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33 4.8. Homogeneous and isotropic material

In particular with ¢ = ¢, we have Flf?ﬂ (to) = I, thus

s h?
F0 (to+h) = T+ hdVi2 (to) + = dAtﬂ (to) + o(h?)
h2 (4.36)
= (I + hdi(to, pr,) + > d’7(t07pto)) +o(h?).
Remark 4.10 ~ = %f + dv.v is not linear in ¢. Idem,
Dy ov ov D(dv)
dy=d A2 4 dvv) = doo + d20.0 + do.di (= 0.dv 4.37
7= () = d(gy +did) = dgy + 0T+ dvdT (= =S ) (437
is non linear in , and gives F0 "(t) = (¥ + d?T.7 + dv.dv)(t, pt).Fy¢ (t), non linear in . oa
Exercice 4.11 Directly check that F’ = dv.F gives "' = d7.F, where F = Ft‘) .
Answer. F'(t) = di(t,p(t)).F(t) gives F"(t) = 299 ¢ p(t)).F(t) + do(t, p(t)).F'(t) with 299 — 45 — 45.7,
cf. (T30, thus F(1) = (&7 — di.db)(t, p(t)).F () + dit, p(t))-di(t, p(t)). F(£) = d(t, p(t)) F(2).

4.8 Homogeneous and isotropic material

Let P € €, let F{o(P) := d®®(P); Suppose that the “Cauchy stress vector” f;(p;) a t at p, = ®°(P)
only depends on P and on F[*(P) the first gradient at P, i.e. there exists a function fun such that

fe(pe) = fun(P, F°(P)). (4.38)

Definition 4.12 A material is homogeneous iff fun doesn’t depend on the first variable P of ftfn, ie.,
iff, for all P € Q,,

fun(P, F°(P)) = fun(F*(P)) (= fi(p)). (4.39)

(Same mechanical property at any point.)

Definition 4.13 (Isotropy.) Consider a Euclidean dot product, the same at all time. A material is
isotropic at P € €, iff fun is independent of the direction you consider, i.e., iff, for any rotation Ry, (P)
in Ry,

fun(P, F°(P) = fun(P, F}°(P).R,(P)) (= fi(pt)). (4.40)

(Mechanical property unchanged when rotating the material first.)

Definition 4.14 A material is isotropic homogeneous iff it is isotropic and homogeneous.

4.9 The inverse of the deformation gradient
(L)1 0 ®)(P) = P gives, with p = [°(P),

() (p).dD(P) = Iy, thus d(@)0) ' (p) = dB(P) "' = Fo(P) 7, (4.41)
where F/° = d®} is the deformation gradient. We have thus define the two point tensor
Q — LR RY)

p | HE () = (FP) ' p) = (F(P)}] when p=2f(P).

Hp := (F°)~! (4.42)

So
HP (p).w(p) = (Ff°) L (p).w(p) := Ff(P)"Lab(p) € R}, inshort H.ap=Flag, (4.43)

for all W(p) € I@? vector at p. This defines, with p; = &% (¢, P),
C =t} x ) — LRY:RY)
H . 7 (4.44)
(t,pe) — H*(t,p:) == H{* (p) = (F*(t,P))""

NB: H% looks like a Eulerian map, but isn’t: H% depends on a initial time #; and is a two point tensor

(starts in R}, arrives in R} ). We will however use the material time derivative % notation in this case,
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34 5.1. Introduction: Motion versus flow

that is, we define, along a trajectory ¢t — p(t) = ® (¢, P),

to to to to
O () = T2, p(0) + A p(0) 0, p(0), e, D = P2

+dH" .9, (4.45)

which is the time derivative ¢/(t) of the function g : t — g(t) = H(t, ®% (¢, P)) (i.e. g(t) = H®(t,p(t))).
Hence, with p(t) = ®© (¢, P) and H'(t,p(t)).F'(t, P) = I,, written H.F = I, we get

DH OF DH .

since 2L (¢, P).F~1(t,p(t)) = di(t,p(t)) cf. (4.32).

Exercice 4.15 With @, (t, p(t)) = F(t, P).W(P), i.e. H(t,p(t)). @« (t, p(t)) = W(P), when p(t) =
(¢, P), prove (4.46).
Answer. 229 (1, p(t)) = dis(t, p(t)) B (£, p(1)), of. [(1:23); And (H a5, ) (1, p(t)) = W(P) gives 2E2 i +

HY P%0x — 0; Thus 2EC i, + H iy« = 0, thus 22 = —H.da.

Exercice 4.16 Prove: Hj° = H{° o H}' and Dg;o (t,p(t)) = Httfl’(ptl).Dggl (t,p(t)) for all t,t; with
pt, = (1’2 (pt)-

Answer. We have @?(pto) = @il (@:01 (ps,)), cf. 1) hence Ffo (pyy) = Ffl (ptl).Ftt‘f (py), thus FttO (pto)71 =
F(po) L F{ ()~ Le H(pe) = H{(po)-H' (p(t), thus, H(t,p(t)) = H(pe,)-H" (t,p(t)), thus
DI (£, (1) = HL (pr)-2H5- (8, p(1)).

5 Flow

5.1 Introduction: Motion versus flow
e Motion: A motion @ : (t, Poy) = pt = 5(1&, Poy;) locates at t a particle Poy; in the affine space R”,

cf. 1| From which the Eulerian velocity field ¢ is deduced: @(t, p;) := dqj%(t, Powj ), cf. ()
e Flow: A flow starts with a Eulerian velocity field ¥, from which we deduce a motion by solving the

ODE (ordinary differential equation) 92 (¢) = #(t, ®(t)).

5.2 Definition

Let v : { RxR™ =R } be a unstationary vector field (e.g., a Eulerian velocity field which definition
(t,p) — (t,p)

R —R"

t —p=>(¢)

the vicinity of some #y) solutions of the ODE (ordinary differential equation)

domain is C = Uyeyy, 1, ({t} x Q). We look for maps & : { } which are locally (i.e. in

o B}
9 ) — (e, d(t)), also written %(t)zﬁ(t,p(t))a or %(

o t) = T(t, Z(t)) (5.1)

~—

where Z(t) = Op(t) after a choice of an origin. Also written % = i(t,p) or L = §(t,7).

Definition 5.1 A solution ® of (5.1) is a flow of ¥; Also called an integral curve of ¥ since (5.1]) also
reads ®(t) = [*_. O(r, ®(7)) dr + D(t1).

T=%1

Remark 5.2 Improper notation for (5.1):

dp , .\ noted dp(t) _.
—() = — = v(t,p(t))). 5.2
D gy rered PO (= (e, (1) (52
Question: If the notation dz;—(tt) is used, then what is the meaning of W?
Answer: It means, either %(f(t)), or %(t) = %(f(t))%(t): Ambiguous. So it is better to use
%(t), and to avoid dl;—(tt), unless the context is clear (no composite functions). un
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35 5.8. Cauchy—Lipschitz theorem

5.3 Cauchy—Lipschitz theorem

Let (to, pt,) be in the definition domain of ¥. We look for ® solution of “the ODE with initial condition
(to, py,)”, in some vicinity of o, i.e. such that

Ccli—cf(t) =d(t,®(t)) and P(ty) = pg- (5.3)

(The couple (to, py,) is the initial condition, and the values # and py, are the initial conditions.)

Definition 5.3 Let t1,t; € R, t; < t5. Let Q be an open set in R™ and Q its closure supposed to be a
regular domain. Let ||.|| be a norm in R™. A continuous map ¥ : [t1,t2] x Q@ — R™ is Lipschitzian iff it is
“space Lipschitzian, uniformly in time”, that is, iff

3k >0, Vt € [t1,ta], Vp,q € Q, [[0(t, q) — U(t, p)|| < kllg — pl|. (5.4)

So, W < k, for all ¢t and all p # ¢ (the variations of ¥ are bounded in space, uniformly in time).

Theorem 5.4 (and definifion) (Cauchy-Lipschitz). If T : [ti,ts] x @ — R" is Lipschitzian and
(to, Pry) EJt1,t2[ xS, then there exists € = &4, p, > 0 s.t. has a unique solution ® :Jtg—e, fh+e[— R™,
noted O
o
Pplo

%(t) = d(t, Py, (1) and D (to) = pr,- (5.5)

Moreover, if T is C* then ® is C*T1,

Proof. See e.g. Arnold [2], or any ODE course. In particular ||0]| = sup [|17(t, p)||rn
t€]to—e,tote[, pEQ

(maximum speed) exists since © € C° on the compact [t1, %] x Q), see definition [5.3} hence we can choose
€ = min(tp—t1, ta—ty, d(pto’dm) (the time needed to reach the border 02 from py,). oa

[171]oe
We have thus defined the function, also called “a flow”,

{ ]tl,tQ[X]tl,tQ[X th —Q
P (5.6)
ted
(t:to,piy) = P = Dt to, p1) = B, (1) "5 (510, pyy)-
And (5.5) reads
0P . .
E(t;tmpto) =U(t, ®(t;to, py,)),  with  @(tost0, py) = Pro.- (5.7)
We have thus defined the function, also called “a flow”,
o - { [to—e, tote] x Uy — R . o 5.8)
(t,py) —p =2 py) = Py, (1)
And (5.5) reads
o .
W(t’pfo) = U(t7 ol (t7pfo))> and % (t()apto) =Dty (5-9)
Other definition and notation (can be ambiguous): ®.;, = ®° : Q; — R", and (5.7) is written
APy, (P1) _
% = U(t, Puyt, (Py)),  and  Pigyt, (D)) = Pro- (5.10)

Theorem 5.5 Let ¥ be Lipschitzian, let ty €|t1,t2[, and let Qy, be an open set s.t. {4y, CC 2 (i.e. there
exists a compact set K € R" s.t. Q) € K C Q). Then there exists € > 0 s.t. a flow ®® exists on

]t0—57t0+6[XQt0.

Proof. Let d = d(K,R"—Q) (la distance of K to the border of . -

Let ||T]]oc :=  sup  ||F(¢,p)||rn (exists since & € CY on the compact [t1,t2] x Q).

tE[t1,t2],pEQ

Let ¢ = min(ty—t1, t2—1p, ﬁ) (less that the minimum time to reach the border from K at maximum
speed ||v]|oo)-

Let p, € K and t €]to—¢,fo+e[. Then @ exists, cf.theorem and ||®, (t) — @, (to)l[rn <
[t —to| sup,ejgy—c to4[(|[(25, ) (7)[[r») (mean value theorem since, ¥ being C°, @ is C*). Thus ||®f, (t) -
(I)g)ro (to)||rr < [t — to| ||v]]oo, thus (I)g)ro (t) € Q. Thus @g’to exists on Jtp—e, fo+e[, for all p, € K. -
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36 5.4. FEzamples

Remark 5.6 The definition of a flow starts with a Eulerian velocity (independent of any initial time),
and then, due to the introduction of initial conditions, leads to the Lagrangian functions ®%, cf. (5.8).
Once again, Lagrangian functions are the result of Eulerian functions. .

5.4 Examples

Example 1 R2 with an origin O, a Euclidean basis (€1, €3) and © = [0, 2] x [0, 1] (observation window).
Let p € R2, Op =noted 7 — 2@ 4 y&y ="0%d (3 y). Let t; = —1, ty = 1, ty €]t1, 2], a,b € R, a # 0, and
1
. v (t,z,y) = ay,
i) =1 | (5.11)
ve(t,x,y) = bsin(t—tp).

b = 0 corresponds to the stationary case = shear flow.) Z(ty) = o , T(t) = z(t) =09 t and
Y
0

(.9) give

= (6 =0t 2(t), y(t) = ay(®), _ 2(ty) = o,
g with - (5.12)
W 1) = w20, 2(0),0(1)) = bsin(t—1) o) = wo-
e ol 0 (v + 1) (1—1o) — absin(i—1)
to z(t) = xo + a(yo + b)(t—tg) — absin(t—ty
=0 0oy <y(t):y0—|—b—bcos(t—t0) . (5.13)
Example 2 Similar framework. Let w > 0 and consider (spin vector field)
e = () =w (] ) (5) " e (5.14)
e &7 _ L[ w4y =14 cos(wip) :
With Opy, = T, = <th ), Tt = /27 +yi, and Oy s.t. Ty = (ytﬂ — 1y sin(wlo) )’ the solution @
of (5.9) is
Sy e x(t) = 1y, cos(wt)
Z(t) = Op(t) = 0o ( ( () = ry, sin(wt) ) (5.15)
(t,Z0)\ (vt x(t, %), y(t, To)) —wy(t, a:o P .
Indeed, <3y o)) — \ 03t x(t, %), y(t, To)) wa(t, ) ) U ot (1) = —wy(t, To)
and %(t,fo) = wx(t,Zy), thus %(t,fo) = —w?y(t, 7o), hence y; Idem for x. Here di(t,z,y) =

0 -1 cosZ —sinZ\ . . . . .
wiy o) =9l 2 2 | is the 7/2-rotation composed with the homothety with ratio w.
sing  cos g

5.5 Composition of flows

Let ¢ be a vector field on R x 2 and <I>;§)to solution of 1' We use the notations
pe = Y (P) = Pusto (p1y) 1= Tpy, (1) = @ (t,p1) = (30, 1ty) = P, (1): (5.16)

5.5.1 Law of composition of flows (determinism)
Proposition 5.7 For all ty,t1,t2 € R, we have (determinism)
Dl 0o @ = DY, de. By, 0 Dy = Pryity (5.17)

(“The composition of the photos gives the film”). So,

= Ol (p,) = P2 (py,) when py, = (py,), (5.18)
ie.,
bty = Pioity (Pty) = Proity(Pr,)  When  pyy, = Py, 4, (Pry)- (5.19)
Thus
d®i! (pe, )AL (pr,) = dPE (p,), i, APy, (P, )-APry 0 (Pty) = APryst (P, )- (5.20)
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37 5.5. Composition of flows

Summary with commutative diagrams:

Pty

Dty '
o i, T ity
ie.
pt() ptz

Pro
7,

Dto
D1yt

Proof. Let p;, = @g’to (t1). 1} gives

ddo
(1) =T(t, 25, (1)), ‘ t
d(I)tl with Pty = (I)Zotg (tl) = (I)Pltl (tl)
Dt = t
Tl(t) - U(ta q)pltl (t))7

Thus @?{O and @f}tl satisfy the same ODE with the same value at ¢;; Thus they are equal (uniqueness
thanks to Cauchy-Lipschitz theorem), thus ®}! () = @y () when p;, = PP (py,), that is, @ (py,) =

® (py,) when p;, = @ (py,), which is (5.17) for any t = t5. Thus (5.20). oa

Corollary 5.8 A flow is compatible with the motion ® of an object Obyj: @) gives @i; o @2 = (i)t2 o
((I)tl)il) © ((I)t1 © (q)to)il) = q)t2 © (®t0)71 = (1)1;27 that is ‘ .

5.5.2 Stationnary case

Definition 5.9 ¥ is a stationary vector field iff %IZ = 0; And then #(t, p) ="°*d #(p). And the associated

flow ®% which satisfies
Odto

W(t,pm) =¥(p;) when p; =" (t, ey )s (5.21)

is said to be stationary.

Proposition 5.10 If 7 is a stationary vector field then, for all ty,t1, h, when meaningful (h small enough
and t1 close enough to 1),
(I)to

;) wotns 1€ Poipnits = Protnitys (5.22)

ti+h

ie. <I>2+h(q) = <I>Z‘;+h(q), ie. ®(ti+h;t1,q) = ®(to+h;ty, q) for all ¢ € Q (see theorem . In other
words,

‘I’ﬁfﬁ = @), ie. Pointern = Prss (5.23)
ie. @212(@ = ®P(q), Le. ®(t1+h;tg+h,q) = D(t1;ty, q) for all g € Q.

Proof. Let g € Q,, a(h) = D2, (q) = @ (to+h) and S(h) = @', (q) = P! (t1+h).

Thus o/ (h) = dj;qﬁ (to+h) = U(to+h, @2 (to+h)) = (PP (to+h)) = T(a(h)) (stationary flow), and
B'(h) = P20 (t4h) = F(tr+h, B (t+h)) = (P, (t1+h)) = F(B(h)) (stationary flow).

Thus « and S satisfy the same ODE with the same initial condition a(0) = 8(0) = ¢q. Thus o = 8.
Hence (5.22)). Thus, with h = t1—ty, i.e. with t; = {y+h and fh+h = t1, we get (5.23). =n

Corollary 5.11 If ¥ is a stationary vector field, cf. (5.21)), then
APy (py,)-T(py,) = U(ps)  when p; = & (py,), (5.24)

that is, if U is stationary, then ¥ is transported (push-forwarded by ®) along itself.

Proof. (5.18), to = t;+s and t; = fo+s give QQi‘Z(QttgH(pto)) = @ .(py,), and ¥ is stationary, thus
@2 (@gﬂ(pto)) = @i‘iﬂ(ptﬁ), Le. (t1;t0, Pty p,, (to+s)) = Dtyp,, (t1+s), thus (s derivative)

d®(t1;t0, D(to+s:0, 1)) Lo py, (to+8) = iy, (11 +5),

thus d® (@(to+s;t0, Pty ))-U(to+5, Pty py, (fo+8)) = T(t1+5, Pyy p,, (t1+5)). Thus with s = 0, and ¥/ being
stationary, d®p (®(to; to, pr, ))-T( Pty p,, (to)) = T(Py p,, (t1)), thus (5.24). v

37



38 5.6. Velocity on the trajectory traveled in the opposite direction

5.6 Velocity on the trajectory traveled in the opposite direction
[ﬁo,h] — R" g
t = p(t) =08 (1) [ 0P

Let ty,t; € R, t1 > ty, and p;, € R™. Consider the trajectory @?fo : {
Pty

Aol
is the beginning of the trajectory, p;, = ®{ (py,) at the end, ¥(t, p(t)) = —;(t) being the velocity.
Define the trajectory traveled in the opposite direction, i.e. define

\I/tl . { [t07t1] — R”

Py u — q(u) = \Ilztjtl (u) := @;}’to (to+t1—u) = @g)to (t) =p(t) when t=t+t1—u.

(5.25)

In particular ¢(to) = V! (to) = @ (t1) = p(t1) and q(t1) = V}} (t1) = @, (to) = p(to).-

Proposition 5.12 The velocity on the trajectory traveled in the opposite direction is the opposite of
the velocity on the initial trajectory:

Aot
ﬁ(u) =q' (u) = —p'(t) = —0(t,p(t)) when t=1ty+t;—u, (5.26)

dwll d®'o
Proof. Wl (u) = @ (to+t1—u) gives —z(u) = ——7% (to+t1—u) = —U(to+t1—u, P (fo+t1—u)) =
—(t, @y, (t)) when t = to+t1—u.

5.7 Variation of the flow as a function of the initial time
5.7.1 Ambiguous and non ambiguous notations

Let @ : (t,u,p) € R x R x R™ — ®(t,u,p) € R" be a C! function. The partial derivatives are

O(t+h — O(t
MO (t,u,p) := lim (t+h, v, p) ( ,u,p)7 (5.27)
h—0 h
D(t h,p) — ®(¢
02D (t, u,p) := lim (¢, uth,p) ( ,u,p)7 (5.28)
h—0 h
and 95 (t, u,p), defined for all W € R” (a vector at p) by,
d(t hw) — ®(t
e (¢, u, p).i = Tim DL BPHIE) = QWD) moted gy (5.29)
h—0 h
When the name of the first variable is systematically noted ¢, then
0P o0P(t
D1 (t,u,p) " St u,p) " %—t“’) (5.30)

NB: This notation can be ambiguous: What is the meaning of %—f(t; t,p)? In ambiguous situations, use

the notation 019, or (if no composed functions inside) use wlu:t (so t is the derivation variable,

and after the calculation you take u = t).
When the name of the second variable is systematically noted u, then

no;ed @(t ) noéed 6¢)(ta uap)

0@ (t,u,p) 5 5

. (5.31)

NB: Idem this notation can be ambiguous: What is the meaning of %(u; u,p)? In ambiguous situations,

) D(t,
use the notation 0;®, or use Whﬁ:u'

When the name of the third variable is systematically a space variable noted p, then

ncied 87(1) noéed 3@(t, uup)

noted
aSCI)(tvuvp) - dq)(tauvp) 6p (tauvp) ap .

(5.32)
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39 5.7. Variation of the flow as a function of the initial time

5.7.2 Variation of the flow as a function of the initial time

The law of composition of the flows gives (5.19) gives ®(¢; u, ®(u;t, po)) = P(¢; o, po). Thus the derivative
in u gives

82(b(t7 u, (I)(’U,, t07p0)) + dq)(t> U, q)(u7 t07p0>)al(b(u7 tO;pO) = 07

5.33
Le.  02®(t;u,p(u)) = —d®(t;u, p(uw)).0(u, p(v)) when p(u) = ®(u;ty, po). (5.33)
In particular u =ty gives, for all (¢,4,po) € R? x Qy,
0P (t; 1y, .
(W =) %®(t;to, po) = —d®(t;to, po)-U(to, po)- (5.34)
In particular
d®(t; ty, .
(M =) 02®(to;to, po) = —V(to, po)- (5.35)
do lt=to
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Part 11
Push-forward

6 Push-forward

The general tool to describe “transport” is “push-forward by a motion” (the “take with you” operator),
cf. § and figure The push-forward also gives the tool needed to understand the velocity addition
formula: In that case, the push-forward is the translator between observers. The push-forward can also
be used to write coordinate systems. As usual, we start with qualitative results (observer independent
results); Then, quantitative results are deduced.

6.1 Definition

& and F are affine spaces, E and F are the associated vector spaces equipped with norms ||.||g and ||.||F
with dim F = dim F' = n, U and Ur are open sets in the affine space £ and F, or possibly the vector
spaces F and F', and

\I,:{% U (6.1)

pe — pr = VY(pe) is a diffeomorphism

(a C! invertible map which inverse is C), called the push-forward, and ¥ ~! is the pull-back (push-forward
with U—1),

U ¥ U

We.(pr)

/ pr = ¥(pe)

/-’ Im(Cg*)

Im(cg)
Figure 6.1: c¢ : s = pe = cg(s) is a curve in Us. Push-forwarded by ¥ it becomes the curve cg, := Pocg
in Ur. The tangent vector at pe = ce(s) is We(pe) = ce'(s), and the tangent vector at pr = cx(s) =

U(ce(s)) is Wew(pr) = cr'(s) = dU(pe).We(pe). Other illustation: See figure
Example: ¥ = &% : Q, — €, the motion that transforms €, into €, cf. (3.5).

Example: ¥ : Ug — Up a coordinate system, see example
Example: ¥ = O, : Rg — R4, a change of referential at ¢ (change of observer), see §

6.2 Push-forward and pull-back of points
Definition 6.1 If pc € U (a point in Us) then its push-forward by ¥ is the point

pF =|Vupe = \IJ(pE) = pe+ € Ur, (62)

see figure the last notation if ¥ is implicit. And if pr € Ur then its pull-back by ¥ is the point

e = ’ Urpr ==V (pr) ‘ =pr* €l. (6.3)

We immediately have ¥* o U, = I.

The notations , for push-forward and * for pull-back have been proposed by Spivak; Also see Abraham
and Marsden [1I] (second edition) who adopt this notation.
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41 6.3. Push-forward and pull-back of curves

6.3 Push-forward and pull-back of curves
We push-forward (and pull-back) the points on a curve:

|—¢eel = U

Definition 6.2 Let cg :
s = pe =ce(s)

} be a curve in U. Its push-forward by ¥ is the curve

|—¢ee] = Ur
V,ce :=Vocg: noted (6.4)
s = pr=Vace(s) = W(ce(s)) =" ceels) (=),
see figure (W,ce ="0%d ¢o. when W is implicit.) This defines
‘7:(] _575[;%) — ‘FG _576[;1/{.7:)
U noted (6.5)
ce >V, (ce)=Toce = U,cg = cex.
.. ] - 575[ — Z/[}‘ . . .
Definition 6.3 Let cr : . (s) is a curve in Ur. Tts pull-back by ¥ is
s — pr=cr(s
|—ee] = U
Urcr =0 loce i . noted 4 . (6.6)
s = pe=V%x(s) =V (cr(s)) = cxr(s) (=9 (pr)).
We have thus defined
F(CH] —e,eliur) — F(CH] —e,ef; L)
T . (6.7)
cr = Uer) =0 ocy "B Urer = cr”.

6.4 Push-forward and pull-back of scalar functions
6.4.1 Definitions
U —R

Definition 6.4 Let f¢ :
e — fe(pe)

} (scalar valued function). Its push-forward by ¥ is the (scalar

valued) function

Ur — R
(6.8)

noted

\Ij*ff = fSO\IJ_l:{ 1
pr — Vofe(pr) = fe(pe) = fe«(pr) when pe=¥""(pr),
(noted fe. when W is implicit), i.e. U, fe(P.pe) := fe(pe), or fex(pex) = fe(pe) when pe. = ¥(pe). We
have thus defined
{ FUesR) — F(Ur; R)
v, :

fo = fri=U(fe) = feo ¥ "Ly g,

fe since W, is linear: ((fe + Age) o W™ 1)(pF) = (fe + Age)(pe) = fe(pe) +

(6.9)

the notation W, (fg) = ¥

Age(pe) = (fe 0 U71)(pF) + Mge 0 U 1) (pF) gives Vu(fe + Age) = Uil fe) + AV.(ge)-
- Ur — R . .
Definition 6.5 Let fr: . Its pull-back by ¥ is the push-forward by ¥, i.e. is
pr — [r(pr)
U —R
U*fr:=froW: . noted , (6.10)
pe = U fr(pe) == fr(pr) = fr"(pe) when pr=U(p),

ie. U* fr(U*pr) := fr(pr), i.e. fr*(pr*) := fr(pr) when pr = ¥*(pr). We have thus defined
- {f(uf;R) — F(Ue; R)
. fr = U (fr) = 5= fro U " ur

We immediately have ¥* o ¥, = I and W, o U* = ] (the first I is the identity in F(l;R), the
second I is the identity in F(Ur;R)).

NB: We used the same notations ¥, and U* than for the push-forward and pull-backs of points: The
context removes ambiguities.

(6.11)
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42 6.5. Push-forward and pull-back of vector fields

6.4.2 Interpretation: Why is it useful?

E.g.: Let P : R x Obj — R™ be a motion of an object Obj. An observer records the temperature 6

C={J{t} x%) =R
t

(t,p) — 0(t,p)
valued function, cf. (2.2). Then he chooses an initial time #; and considers the associated motion ®%,

at all ¢t € [fp,T] and all p = ®(t, Obj): He gets 0 : a Eulerian scalar

Qto — R
cf. (3.1)), and considers 6y, : (snapshot of the temperatures at #y in §).
Pty — O (P1y) := 0(to, pry)

The push-forward of 0, by ®% is (®X),0;, := 0, o (P1°)~! defines the “memory function”

Qt — R

. . (6.12)
pt = (@)l (pt) := 04, (pt,) when p; = @ (py, ),

(D)0, : {

And he writes (®%),6,, (p,) ="°%4 9, .(t,p;), so the memory transported is at ¢ at p, (along a trajectory)
by
O (£, p(t)) = Oy (P1y)- (6.13)

Question: Why do we introduce 6y,. since we have 0,7

Answer: An observer does not have the gift of temporal and/or spatial ubiquity; He has to do with
values at the actual time ¢ and position p; where he is (Newton and Einstein’s point of view). So, when
he was at # at p;, the observer wrote the value 64, (py, ) on a piece of paper (for memory), puts the piece of
paper is his pocket, then once at ¢ at p(t) = ®® (¢, p;, ), he takes the paper out of his pocket, and renames
the value he reads as 6. (¢, p;) because he is now at ¢ at p;. And, now at ¢ at p;, he can compare the
past and present value. In particular the rate

0(t,p(t)) — Gt{]*(t,p(t)) _ actual(t, p(t)) — memory, (¢, p(t)) (6.14)

t—1t t—1t

is physically meaningful for one observer at ¢ at p; (no ubiquity gift required). For scalar value functions,

we get the usual rate w, but it isn’t that simple for vector valued functions.

And the limit t — # in 1) defines the Lie derivative for scalar valued functions.
6.5 Push-forward and pull-back of vector fields

This is one of the most important concept for mechanical engineers.

6.5.1 A definition by approximation

Elementary introduction. Let pe and g¢ be points in U, and let pr = pgx = ¥(pe) and gr = ges = V(g)
in Ur be the push-forwards by ¥ cf. (6.1). The first order Taylor expansion gives

(W(a) —Y() =) ar —pr=d¥(pe).(e —1e) + o(llee — rllE), (6.15)

thus,

F¢ E¢
w2l ) g oW

And the definition of the push-forward is obtained by “neglecting” the o(1) (limit as g¢ — pe):

(6.16)

Definition 6.6 If wg(pe) € F is a vector at pg € U then its push-forward by ¥ is the vector
15]:(])]:) =noted Wey (p]:) =noted \If*lﬁg(p]:) € F defined at pr = pex = \I/(pg) € Ur by

1

@ (pr) = W (pr) = AW (pe) i () | "= W (). (6.17)

6.5.2 The definition of the push-forward of a vector field

To fully grasp the definition, and to avoid making interpretation errors as in § (the unfortunate
notation d¥ = F.dX), we use the following definition of “a vector”™ It is a “tangent vector to a curve”
(needed for surfaces and manifolds). Details:
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43 6.5. Push-forward and pull-back of vector fields

—g,el — ] ]
o Let c¢ : } [ U be a C! curve in Ue. Its tangent vector at pe = cg(s) is
s — pe =ce(s)

1178(]95) = Cg/(s) (: ,llli)% CS(S + h})L - 05(5)

), (6.18)

. . Im(ce) = E
see figure|6.1} This defines the function wg : . called a vector field along Im(cg)Clk.
e — we(pe)

e The push-forward of ¢ by ¥ being the image curve cg, = ¥ o ce (the curve transformed by )
cf. (6.4), its tangent vector at pr = ce.(s) is

Wes(pr) = cei’(s) thus = dVU(pe).ce’(s) = dV(pe).We(pe). (6.19)

Thus we have defined the vector field wg, along Im(ce,) called the push-forward of wg by .
With all the integral curves of a vector field defined in U, we get:

Definition 6.7 The push-forward by ¥ of a C° vector field g : {Z/{g - ? } is the vector field
pe — we(pe)
_ _ Ur — F
YT [ () = AU )| " () when e = W),
see figure (U, e = =noted 5. if ¥ is implicit). In other words,
U g = (dV.abg) o UL, (6.21)

. C®(U; E) — C®(Ur; F) .
This defines the map W, : B . . N . (We use the same notation U, as
weg —r \If*(wg) = \I/*wg = Wex

in definition [6.4] for scalar valued functions: The context removes ambiguity.)

Remark 6.8 Unlike scalar functions, cf. § [6.4.2} At & at p;,, you cannot just draw a vector i, (py,)
on a piece of paper, put the paper in your pocket, then let yourself be carried by the flow ¥ = <I>t°
(push-forward), then, once arrived at ¢ at p;, take the paper out of your pocket and read it to get the
push-forward: The direction and length of the vector wy,.(t, p;) are modified by the flow (a vector is not

just a collection of scalar components). un

Exercice 6.9 Prove:

G (s) = dits (1) s (), (6.22)
and
dig.(pr)-dY (pe) = d¥(pe).die (pe) + d* (pe).-we (), (6.23)
and
ces''(s) = dibg.(pr) De.(pr) (= d¥(pe).c2"(s) + d*V(pe).c2'(s).c¢'(s)). (6.24)
Answer. ¢z’'(s) = We(ce(s )) gives ¢z (s) = die(ce(s)).c¢'(s), hence (6.22).
We (P(pe)) = d<I>(pg) ¢ (pe) by definition of we., hence (6.23).
C]:(S = \Il( ce )) es c7'(s) = d¥(ce(s)).c2'(s) = d¥(ce(s))-We(ce(s)) = Wex(cr(s)). Thus cx"(s) =

+ d¥(ce(s)).c¢"(s) = dbe.(cx(s)).c¥'(s), hence (6.24). .

\./<

6.5.3 Pull-back of a vector field
Z/{]: — F

pr — Wr(pr)
push-forward by ¥~ i.e. is the vector field on I defined by

Definition 6.10 If wr : { } is a vector field on Ur, then its pull-back by W is the

U — FE
U UF : - - = ted _ . (6.25)
Pe —>"I’ Wr(pe) = dV " (pr) i (pr) "5 Wz (), when pr=¥(p).
In other words,
Uiy o= (AU a5r) o U "% (6.26)
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44 6.6. Quantification with bases

And we get
U oW, =] and VY,oU*=1]. (6.27)
Indeed, U*(V,.1be)(pe) = dV " (pr). Vuibg (pr) = AV (pF).dV (pe ). We (pe) = We(pe), for all pe. Idem for
the second equality. on

6.6 Quantification with bases
6.6.1 Usual result

(d;) is a Cartesian basis in F, Oz and (l_)'z) are an origin in F and a Cartesian basis in F, pe € U,

n Y1 (pe)
pr=U(E) = O0r + > wil)bi, ie [Orprlz=| : |- (6.28)
=t Vo (pe)
Then, if @e is a vector field in U and We = >, w;d;, we get V,we(pr) = d¥(pe).We(pe) =
S (i (pe) e (pe)) by = 307w (pe) (dbi(pe ). i5) by = 3075y 52 (pe )y () B, s0
[‘I’*lﬁs(pf)]‘g = [d‘I’(ps)ha’g-[ws(ps)hm (6.29)

where [V (pe)] ;5 = [dvi(pe).a@;] =" [?3%1 (pe)] is the Jacobian matrix.

6.6.2 Example: Polar coordinate system

Example 6.11 Change of coordinate system interpreted as a push-forward: Paradigmatic example of
the polar coordinate system (model generalized for the parametrization of any manifold).
Parametric Cartesian vector space R x R =noted R? = {¢ = (r,0)}, with its canonical basis (a1, @2),

and ¢ = ra@ + 0a, =" (r,0), so [§ljz = (g

associated vector space R_'Q, O € R? (origin), ¥ = O_}>7, and a Euclidean basis (51, 52) in R2. The “polar

Geometric affine space R? (of positions), p € R?,

. , , @i xR CR? — R?
coordinate system” is the associated map W : P defined by
q=(r,0) —Z=¥(q) =Y(r?0),
S o > T o _ (@ =rcosf
Z=U(7):=rcosfb; +rsinfby, ie. [x]lb— (y:rsin&)' (6.30)
R —R?

s — Czi(s) =+ sd; }’

and its tangent vector at ¢z,(s) is ¢z,'(s) = d; for all s. This line is transformed by ¥ into the curve
R — R?

| s = cri(s) = U(7+ sd)

The i-th coordinate line at ¢'in R?, (parametric space) is the straight line ¢z ; : {

_ ~  __noted
V. (cqi) = Wocs; =" cz;

)

} (in particular ¢z ;(0) = ). So

(r+s)cosf

[Ocz1(s ]‘g = <(r+s)sin9> (straight line), and [Ocza(s ]‘g = <:Z?§éz:’3> (circle). (6.31)

@i (Z) (push-forward by ), so

. o 7 W(q+hds) —O(q) .. U(r,0+h)—U(r,0) 0¥ ‘
() = VaBa@) = V(@) = fig = = iy = = (@,
Thus B B . .
d1+(Z) = cos by +sinOby  and  da.(T) = —rsinfb; + r cos Oby, (6.33)
ie.
o,y [cosf o o _ [ —7rsind
[al*(x)]lg = <sin9) and [CLQ*(.’L‘)]‘E = ( v cos 0 ) . (6.34)

The basis (@1.(Z), d2« (%)) is called the basis of the polar coordinate system at Z (it is orthogonal
but not orthonormal since ||@2.(%)|| = r # 1 in general); And [d¥(q)] ;5 = ([%%’((D]“; [%’((f)]‘g) =

([51*(5)]5 [52*(5?)]\5) = <z?jz 7;2:190) = [‘gg’; (q)] is the Jacobian matrix of ¥ at §.
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45 6.6. Quantification with bases

And the dual basis of the polar system basis (@1.(Z), d2.(Z)) is called (dgi(Z),dg2(Z)) (defined by
dq;(%).djs(T) = 6i), 8

1 1
dq1(¥) = cos@dxy +sinfdry and dga(Z) = ——sinfdz; + — cos dxa, (6.35)
r T

e. [dq (% )]I = (cosf sind) and [dga (f)]“; = —1(sinf cosf) (row matrices) when & = U(q). ua

—

Remark 6.12 The components ”yfj(f) of the vector da;.(%).d;«(T) € R2 in the basis (@i« (Z)) are the
Christoffel symbols of the polar coordinate system (with duality notations as it is usually presented):

;. (T). G5 (T) = Y 55 (B)iie () (6.36)

At & = U(), with @, (&) = d¥(§).d;, ie. (@ 0 U)(q) = 2%, we get

0?v

ddi; (Z).0:x (T) = dqidqi

(@) = dn(@)3.@), 50 =5 (6.37)

for all i, j (symmetry of the bottom indices as soon as ¥ is C?).

= 7%1- And %%(‘j) =

—r and 73, = 0. e

Here for the polar_’coordinat_’es, %—E’((j} = cos0b; + sin by gives %27\3(‘3 = 0, thus h =7 =0,
and gee‘alj (§) = —sinbby + cosbby = 1. (&), thus 7, = 0 = 73y and 77, = +

—rsin Ob; + 7 cos Obs gives %29%’ () = —rcos 0b, — 7 sin Oby = —7rd14(T), thus va,

Remark 6.13 The (widely used) normalized polar coordinate basis (71 (%), 7i2(Z)) = (@14(Z), Ld@2.(%))
is not holonomic, i.e. is not the basis of a coordinate system (and its use makes higher deriva-
tion formulas complicated). Indeed 7ia(Z) = +d2.(Z) gives diia().71(T) = (d(3)(Z).71(Z))d2.(F) +

*dag*( ) ’fl1($), and ﬁl(f) = 61*(f) gives _'dﬁl(f)ﬁg(.fﬂ = dal*( ) (% - *), thus dng( ) ﬁ ( )
dity (7).7i2(7) = (d(7)(@).71())a@2(F) # 0, since ¢ = (2% + y?)77 gives d(;)(@)M(7) =
(—z(@? 4y "2 —y@2+y%)"2). <Z?§Z) = L (-rcos?f —rsin®0) = =L £ 0. ia

Remark 6.14 (Pay attention to the notations.) Let f : § € R?, — f(@) € R be C2. Call g its push-
forward by U, i.e. g : & € R? = ¢g(%) = f(q) € R when ¥ = ¥(g). So f(7) = (9o ¥)(q)and

4F(@)-; = dg(W(@))-AV(@).G; = dg().y.(7). (6.39)
With df (q).a; ="oted §qf7 (§) and dg(Z).b; ="°ted 889 (%) and @;. (%) = d¥(q).d; = >, %T‘If(cj)&'j, we get
noted 89
aqa (§) = Zaz’ 3q1 aq]( z) .. (1) (6.39)

O(go W
Mind this notation!! g is a function of #, not of ¢, so 89, (Z) = 3 -(q), i.e. 3 5 (Z) nans (gao )(q")
q q q°

dagt
which is [df (7)] = [dg(£)].[d¥(])... !
Then (with f and ¥ C?)

9 Bgi d(go\I/)
U () () = (. ) () 4(@) 6 = d(dg ) (7). (7)
9 3 . (6.40)
= (g )35 ()0 () + dg(@) (0 (2).5(2) "2 S50 (@)
So , .
o () () 5 (3), 832 (D) + Y % (El (D7), (6.41)

and %(f) is not reduced to d*g(7)(d@;. (%), aj*( %)) (the Christoffel symbols have appeared): First

order derivatives a are still alive. (Contrary to aw 7 (T) = d2g(2)(b;, bj) with a Cartesian basis (b;).)

NB: The independent variables r and 6 don’t have the same dimension (a length and an angle): There
is no physical meaningful inner dot product in the parameter space R2 R xR ={(r,0)}, but this space
is very useful... (As in thermodynamics: No meaningful inner dot product in the (T, P) space.) oa
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7 Push-forward and pull-back of differential forms
7.1 Definition

. : : : U — E" = L(E;R) .
Setting of § (6.1} Consider a differential form ag : on U (a field of linear forms),
pe — ag(x)

. U — F
and a vector field wg : . . Hence
pe — we(pe)

U — R

fe = ag.g : { e — fe(pe) = () (pe) = ag(pe) We(pe)

is a scalar valued function (value of Wg given by ag). And gives (push-forward fe = ag.Wg by ¥)
V. (ag.we)(pr) = (ag.we)(pe) = ce(pe) We(pe) when pr = W(pe). (7.1)
With We.(pr) = d¥(pe).We(pe) cf. (6.20) (push-forward of we), we get

U (g ) (pF) = cg(pe).d¥(pe) ! Br(pr) when pr=U(p) : (7.2)

_noted e (pF)

Definition 7.1 The push-forward of a differential form ag € Q(l) is the differential form € Q! ()
given by

Ur — F* = L(F;R)

U, 05 : oted (7.3)

= ag.(pr) when pr=V(p),

pF = ’ U,oe(pr) == ae(pe).d¥(pe) "

the last notation when W is implicit. In other words, V.ag(pr) = ag(V = (pr)).dV " (pr), i.e.
T,ap := (ag o U™1).qU 1, (7.4)

(Once again, we used the same notation ¥, than for the push-forward of vector fields and functions: The
context removes any ambiguities.)

Remark 7.2 We cannot always see a vector field (e.g. we can’t see an internal force field): To know it we
need to measure it with a well defined tool, the tool being here a differential form; And the definition
is a compatbility definition so that we can recover the push-forward of the vector field. on

Definition 7.3 The pull-forward of a a differential form ar € Q!(Ur) is the differential form

U — L(E;R)
\IJ*O‘}- :{ noted %
pe — Var(pe) = ar(pr).d¥(pe) = ar*(p) when pr=V(p),

In other words,
U*ar := (aF o ¥).d¥. (7.6)

(For an alternative definition, see remark [7.5])

Proposition 7.4 For all ag € Q' () and ar € Q' (Ur) (differential forms), and wWe € T'(Ue) and
wr € T'(Ur) (vector fields), we have (objectivity result)

(Viag)(pr) Wr(pr) = ag(pe) (Vaiz)(pe) when pr = U(pe), (7.7)

ie. age(pr) Wr(pr) = ag(pe) Wr*(pe). In particular with ag = df (exact differential form) where
[ € CH{UesR),
A, ) = U.(df). (78)

(This commutativity result is very particular to the case a = df: In general d(V,T) # U.(dT) for a
tensor of order > 2, see e.g. (8.19)).
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47 7.2. Incompatibility: Riesz representation and push-forward

Proof. ag.(pr).dr(pr) = (ae(pe).d¥ " (pr))dr(pr) = ac(pe). (¥ (pr)dr(pr)) = aelpe)Tx(pe),
for all pr = U(pe) € Ur.

And . f(pr) := f(pe) = F(¥ (pF)), thus d(W..f)(pr) = df (pe).dV " (pF) = C.(df)(pF)-

And we have
U*oW,=] and V,oVU*=1]. (7.9)

Indeed U* (U, ag)(pe) = Viae(pr).d¥(pe) = ag(pe).d¥ 1 (pr).d¥(pe) = ag(pe). Idem for ¥, o U* = .

Remark 7.5 The pull-back az* can also be defined thanks to the natural canonical isomorphism

L(E;F) — L(F*;E")
L —L”

is called the pull-back of ¢ by L. In particular with {p = ar(pr) and L = d¥(ps) we get

d¥ (pe)* (ar (pF)) = aF(pr)-d¥(pe), ie. (7.5). .

given by L*(KF)Q_L’E = EF(LﬁE) for all (’leygF) € ExXF*, and L*(KF) =Vr.L

7.2 Incompatibility: Riesz representation and push-forward

A push-forward is independent of any inner dot product: It is objective.

But here we introduce inner dot products (-,-)y in E and (-,-), in F, e.g. Euclidean dot products
in I@% and I@? (observer dependent therefore subjective), because some mechanical engineers can’t begin
with their beloved Euclidean dot products.

Let ag € Q' (k) and call 7 := ¥, a¢ its push-forward by ¥, i.e.

Br(pr) = ag(pe).d¥(pe)™" when pr=W(p). (7.10)

Then call d@,(ps) € E and b (pr) € F the (-, -)g and (-, -)n-Riesz representation vectors of ag and Sz, so,
for all g € T'(Uk) and all Wr € I'(Ur), in short,

ag.ils = (@g,ds)g, and Br.dr = (bp, Tr)n, (7.11)

which means g (pe)-te (pe) = (dg(ps), Ue(pe))g and Br(pr)-Wr(pr) = (bn(pF), Wr(pF))n, for all pe € U
and pr € Ur. This defines the vector fields d, € I'(lk) and by, € T'(Ur).

Proposition 7.6 by, # VU, d, in general (although Br = V,ag¢), because

bn(pr) = AW (pe) ™" iy (pe)

# dW(pe).dg(pe) in general (7.12)

(unless d¥ (pe)~7 = d¥(pe), i.e. d¥(pe)T.d¥(pe)~! = I, as a rigid body motion).

So the Riesz representation vector of the push-forwarded linear form is not the push-forwarded rep-
resentation vector of the linear form push-forwarded.

This is not a surprise: A push-forward is independent of any inner dot product, while a Riesz repre-
sentation vector depends on a chosen inner dot product (E.g. Euclidean foot? metre?).

So, as long as possible (not before you need to quantify), you should avoid using a Riesz representation
vector, i.e. you should use the original (the qualitative differential form) as long as possible, and delay
the use of a representative (quantification with which dot product?) as late as possible.

Proof. Recall: The transposed relative to (-,-), and (-,-)s of the linear map d¥(pe) € L(E; F) is the
linear map d\I/(pg)Z;h =noted g (p)T ¢ L(F;E) defined by, for all @¢ € E and @Wr € F vectors at pe

and Pr cf. ‘)
(d¥ (pe)" aF, tig) g = (Wr, AV (pe).ie)n- (7.13)

(7.11) gives, with pr = ¥(pe),

(@g(pe), Us)g = ag(pe).is = (Br(pr).d¥(pe)).Us = Br(pr).(d¥ (pe).Ur)

! ) : ) (7.14)
= (bn(pr), d¥ (pe).tg)n = (d¥(pe)” .br(pF), tig)g,
true for all @g, thus dy(pe) = d\I/(pg)T.gh(p]:), thus 1} .
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8 Push-forward and pull-back of tensors
To lighten the presentation, we only deal with order 1 and 2 tensors. Similar approach for any tensor.

8.1 Push-forward and pull-back of order 1 tensors

Proposition 8.1 If T is either a vector field or a differential form, then its push-forward satisfies, for
all ¢ vector field or differential form (when required) in U,

in short: (U,T)(€) = T(V*¢), written W,T(.)=T(W*.), (8.1)
ie. (W.T)(pr)-&(pr) = T(pe). V"¢ (pe) when pr = W(pe). Similarly:

in short: (U*T)(€) = T(W.€), written W*T(.) = T(W..), (8.2)
ie. (W*T)(pe).£(pe) = T(pr)-Vs&(pF) when pr = W(pe).
Proof. o Case 7 = a¢ € (1) (differential form — a (}) tensor), then here ¢ = @y & I(lr)
and we have to check: (V.ag)(pr)Wr(pr) = ag(pe) Vwr(pe), ie. (ag(pe).d¥— () dr(pr) =

ag(pe)-(d¥ " (pe) W (pF)): True.
o Case T = wg € I'(Ue) (vector field ~ a ((1)) tensor), then here £ = ar € Q!(Ur) we have to check:
(U, We)(pr).ar(pr) = We(pe)-¥* (ar)(pe), where we implicitly use to the natural canonical isomorphism
E — E*
J: { q} defined by w(f) = £.40 for all £ € E*. So we have to check: ar(pr).(¥.dg)(pr) =
w

o noted
—“w =

U () (). T (), e az (pr). (A (1) T (pe)) = (0 (pr). A () ). Te) (pe) + True.
For , use U~ instead of W. .

8.2 Push-forward and pull-back of order 2 tensors

Definition 8.2 Let T be an order 2 tensor in Us. Its push-forward by W is the order 2 tensor W, T in Ur
defined by, for all &1, & vector field or differential form (when required) in Ur,

in short: W,T(&1,&) =T (9", ¥*E) written U, T(.,:) :=T(P*,T*.), (8.3)

Le. W.T(pr)(&1(pr), S2(pr)) = T(pe) (P& (pe), ¥ E2(pe)) when pr = W(pe).
Let T be an order 2 tensor in Ur. Its pull-back by ¥ is the order 2 tensor ¥*T in U defined by, for

all &1, & vector field or differential form (when required) in U,
in short: U*T(&1,&) :=T(V.&, V&) written UT(-, ) :=T(V,-, U,+), (8.4)

Le., U*T(pe)(&1(pe), E2(pe)) := T(pr)(Wa&i(pF), Vs&2(pF)) when pr = W(pe).
Example 8.3 If T € T9(U) (e.g., a metric) then, for all vector fields @y, Wa in Ur,

T (i, ) & 7,7, n7) = Ty, AU ), (8.5)

i.e., T (pr) (W1 (pF), w2 (pr)) = T(pe)(dV ™" (pr) @1 (pr), V™ (pr)-2(pr)) when pr = U(pe). ~
Expresswn with bases (@;) in E and (b;) in F: In short we have (T); i = T (bz,b ) = T(b;*,b;*) =

) [T ) = (B0 0] ) T (4] 8] ) = ()T T 09], L), thus
1T a9 L

which means [(W,7) ()] = (0% (z2)] .5)~ [T () (¥ ()] )" when pr = U(e).
Particular case of an elementary tensor T = oy ® ap € TY(Ue), where oy, s € QY (Ue), so Ty, iz) =
(a1 ® Ckz)(ﬁl,ﬁg) = (041.1_[1)(0[2 Ug) For all ’U)l,’LUQ S F(Z/{]-‘)

[T = [d9] %

b |@,b

E&3) i) (i) (

(1 ® )« (W1, W) = (a1 ® ag) (W7, Ws) = (.07 ) (g0 0141 ) (vgs Wa), (8.7)

thus
(a1 ® a2)s = 014 ® Quox. (8.8)

(And any tensor is a finite sum of elementary tensors.)
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49 8.3. Push-forward and pull-back of endomorphisms

And for the pull-back: For all vector fields 1, 4o in U,

T*(ity, i) B2 T(ity,, ils.) = T(dV.ily, V. 1), (8.9)
Example 8.4 If T € T} (U ) then for all vector fields @ € I'(Ur) and differential forms 8 € Q' (Ur),
T.(B,%) = T(B*,w*) = T(B.d¥, d¥ ' .%), (8.10)

ie., Tu(pr)(B(pr), W(pF)) = T(pe)(B(pr).d¥ (pe), AV~ (pr).uw(pr)) when pr =V (pe).
For the elementary tensor T = @ ® a € T} (Ue), made of the vector field @ € T'(Ue) and of the
differential form o € Q' (U ): For all 3, € QY (Ur) x I'(Ur), in short,

(@® ). (8,7) B2 (@ ® ) (8*,7) = (@.6)(a.d") E(@,.0) (a.d) = (@ ® a.)(8, D), (8.11)

thus
(@ Q)s = Uy @ . (8.12)
Expressionq with bases (@;) in ﬁE and (l;z) in F: In ihort we have (T.);; = T*(bi7gj) =
T(T*(b"), O*(bs)) = [O*(b")).[T).[9* ()] = [b°].[dW].[T).[d¥].[b;] = ([d¥].[T].[d®~"])s, thus

(1) =A%) 55 T law] (8.13)

|a

which means [(\I'*T)(p]:)]lg = [d\IJ(]%')]‘a,g.[T(pg)]‘d.[d\I/(pg)]l__"lg when pr = U(pe). -

a

8.3 Push-forward and pull-back of endomorphisms

We have the natural canonical isomorphism

. {E(E;E) — L(E*,E;R) 6.14)

L - T, =7%(L) where Tp(a,):=a.Ld, ¥Y(ad)e€E*"xE.
Thus U, Ty (m, @) = Tr(¥*m, U*5) = (U*m).L.(V*5) = m.d¥.L.dV 115, thus:

Definition 8.5 The push-forward by ¥ of a field of endomorphisms L on I is the field of endomorphisms
V,.L = L, on Ur defined by

in short: WL =|L, = dV.L.dU"| (8.15)
ie., L(pr) = d¥(pe)-L(pe)-d¥ ' (pr) when pr = ¥(pe).

Thus with bases we get [L*]“; = [d\II]‘ag.[L]‘d,[d\p]l—alg, “95in ,,_

Example 8.6 Elementary field of endomorphisms L = (7)™ (7 ® a), where @ € I'(E) and o € Q' (E):
So Ty, = @ ® a and L.ty = (a.iiz)@ for all @y € T(Ue)). Thus Lty = dV.L.dV 1ty = dV.Lavy* =
(o *)dW .1 = (ou..Wa )iy for all Wy € T(E), thus (T1)s = U ® qx. ua

Definition 8.7 Let L be a field of endomorphisms on Ur. Its pull-back by W is the field of endomorphisms
U*L = L* on U defined by

in short: W*L=|L* = d¥U~'.L.dv | (8.16)
Le., L*(p) = dU ' (pr).L(pr).d¥(pe) when pr = ¥ (pe).

8.4 Application to derivatives of vector fields

@ € T'(Ue) is a C* vector field in Ue), pe € Ue, so dit : Ue — L(E;E) (given by dii(pe).b(pe) =
limy, 0 u(pSJrhw(}’Zg))*“(pg) for all W € T'(Lk)). Thus its push-forward:

((dil), =) V,(dit) = dV.di.dV ! (8.17)

i.e. (di)«(pr) = dV(pe).dii(pe).d¥ (pe)~! when pr = ¥(pe).
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8.5 WU,(du) versus d(V,u): No commutativity

Here @ is C?, @ € T(Ue), pr € U, pr = W(zx), 50 Vo) = A (). i(ge) = (A (" (). (AT (pr)),
and, for all @ € T'(Ur),

d(V.@)(pr) W (pr) = (AU (pe)- (A9 ™" (pr)- W (pF)))-d(pe) + ¥ (pe).-di(pe).dV ™" (pF)w(pr),  (8.18)
with W, (dit)(pr) = d¥(pe).dii(pe).dV 1 (pF), thus, in short,
d(V @) .0 = W, (dit) & + d*V(V*0, @) # V,(dif) in general. (8.19)

So the differentiation d and the push-forward . do not commute (d(¥,.u) = ¥, (da) iff U is affine).

8.6 Application to derivative of differential forms

Let a € Q' (k) (a differential form on ). Its derivative da : Ue — L(E; E*) is given by da(pe).u(pe) =
liny, o 2P —ale) ¢ px for all @ € D(l), ie., for all @y, @2 € D(Ue),

(do(pe) i1 (p) ) 2 () = Jim, olpe ¥ hﬁl(pg))'@(pg)h_ (alpe). T (pe)-Ta(pe) (8.20)

With the natural canonical isomorphism L(E; E*) ~ L(E, E;R), cf. (T.16) with E** ~ E, we can write
da(pe) (@1 (pe)) o (pe) = dev(pe) (@ (pe ), o (), e

da(ﬁl).ﬁg = dOé(’lIh 172) (821)
Thus the push-forward W, (do) ="°%d (da), of da, is given by, for all @, Wy € T'(Ur), in short,
(da)*(w17w2) = doz(u_)'f,u_iz) (8.22)

)117( 7)) W2 (pr) = (da(pe).d¥ " (pr).wh (pr)).dY ™ (pF) W2 (pF)-

i.e., with pr = ¥(pe), (da).(pr
Wo) = d? f(dV ™y, dV ) (= d? f (w7, 3)).

)«
In particular, (d?f). (i

(P

8.7 V,.(da) versus d(¥,a): No commutativity

Here W is C?, @ € T'(Ue), pe € U and pr = VY(pe). We have V.a(pr) = a(p).dV i (pr) =
a(T=L(pr)). d\I' Ypr), thus, for all @, € T'(Ur),

d(42) (pF)- @1 (pF) = (da(pe)-dY ™ (pF) i (pF)).d¥ ™ (pF) + alpe).d* 0 (pF) @i (pF) € F*,  (8.23)
thus, for all @y, ws € T'(Ur), in short
d(1h, ) (W, We) = da(d¥ ™ by, ¥ 4y 4+ a.d* U (), Ws) # da(w;, W) in general. (8.24)

So the differentiation d and the push-forward . do not commute (d(¥.a) = ¥, (do) iff ¥ is affine).
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Part 111
Lie derivative

9 Lie derivative

9.0 Purpose and first results
9.0.1 Purpose?

Cauchy’s approach may be insufficient, e.g.:

1. - Cauchy’s approach aims to compare two vectors deformed by a motion, thanks to a Euclidean dot
product and the deformation gradient F', with the deformation tensor C' defined by (C.W7) « Wy :=

(FWy) « (F.Ws). Tt is a quantitative approach (needs a chosen Euclidean dot product: foot? metre?).

- Cauchy’s approach is a first order method (dedicated to linear material): Only the first order Taylor
expansion of the motion is used: Only d® = F is used (the “slope”), not d?® = dF (the “curvature”)
or higher derivatives.

2. - Lie’s approach aims to build qualitative “covariant objective constitutive laws” (some will be discred-
ited afterward, because of invariance or thermodynamical requirements).

- Lie’s approach “naturally” applies to non-linear materials thanks to second order Lie derivatives which
uses the second order Taylor expansion of the motion.

- In a non planar surface S, you need the Lie derivative if you want to derive along a trajectory.

- In a Galilean Euclidean framework (quantification), the first order Lie derivatives approach give the
same results than Cauchy’s approach.

(Cauchy died in 1857, and Lie was born in 1842: Unfortunately Cauchy could not use the Lie derivative.)

9.0.2 Basic results

The Eulerian velocity of the motion is . With the material derivative is % = % + dé&ul.v:
1. The Lie derivative Lz f of a Eulerian scalar valued function f is the material derivative
Df
Lof = 2L 9.1
if =2 91)
2. The Lie derivative L0 of a (Eulerian) vector field @ is more than just the material derivative %f:
L Dw
Lyl = ST dv.w (9.2)

Lz gives the rate of stress on o due to a flow, and in particular the —dv.4f term in Lzw tells that
the spatial variations of ¥ (variations of the flow) act on the evolution of the stress (anticipated).

3. (9.1)-(9.2) enable to define the Lie derivatives of tensors of any order.

9.1 Definition

9.1.1 Issue (ubiquity gift)...
® is supposed to be regular. (¢, p(t)) = %—%(t,PObj) is the Eulerian velocity at ¢ at p(t) = E)(t,PObj).
Recall: If &ul is a Eulerian function then its material time derivative is

%(tm(t)) _ }ng}) 5ul(t+h7p(t+h}2) — Eul(t,p(t))

Eul(t+h,p(t+h))—Eul(t,p(t))

. 9.3)

Issue: The rate - raises questions:

1- The difference Eul(t+h, p(t+h)) — Eul(t, p(t)) requires the time and space ubiquity gift to be cal-
culated by an observer, since it mixes two distinct times, ¢ and ¢+h, and two distinct locations, p(t)
and p(t+h).

2- The difference Eul(t+h,p(t+h)) — Eul(t,p(t)) can be impossible: E.g. if ul = & is a vector field
in a “non planar surface considered on its own” (manifold) then &ul(t+h, p(t+h)) and Eul(t,p(t)) don’t
belong to the same (tangent) vector space, so the difference @W(t+h, p(t+h)) — @W(t, p(t)) is meaningless.
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52 9.1. Definition

9.1.2 ...Toward a solution (without ubiquity gift)...

To compare Eul(t+h,p(t+h)) and Eul(t,p(t)) (to get the evolution of &ul along a trajectory), you need
the duration h to get from ¢ to t+h and to move from p(t) to p(t+h). So, you must:
o take the value &ul(t,p;)) with you (for memory),
e move along the considered trajectory, and doing so, the value &ul(t,p;) has possibly changed to,
with 7 = t+h,
(®L).Euly)(pr) noted Euly(T,p-) (push-forward); (94)

e And now, at (7,p,;) where you are, you can compare the actual value &ul(r,p,) with the value
Euly. (T, pr) you arrived with (the transported memory), thus the difference

Eul (Ta pT) - guzt* (Ta pT) (95)

is meaningful for a human being since it is computed at a unique time 7 and at a unique point p, (no
gift of ubiquity required).

—

—‘;t(ér P*)
W (?t)

&k

Figure 9.1: To compute with &ul = W a (Eulerian) vector field: At t define the vector field ; in €2
by W;(p;) := (¢, p:). The (spatial) curve ¢; : s — p = ¢i(s) in € is an integral curve of W, i.e. satisfies
¢’ (8) = Wi (ce(s)). ¢ is transformed by ®L into the (spatial) curve ¢, = ®Locs : s = pr = ¢ (8)=PL (ci(s))
in Q,; Hence ¢,’(s) = d®%(p;).c'(s) = d®L (p;). @, (pr) =204 B, (1, p,) is the tangent vector at ¢, at p,
(push-forward). Thus the difference @ (7, p;) — W (7, pr) can be computed by a human being, i.e. without
ubiquity gift.

9.1.3 ... The Lie derivative, first definition

Motion ® : (¢, Poy) = p(t) = B(t, Poyj ), Eulerian velocity given by (¢, p(t)) = %(t, Poyj) (velocity of Poy;
at t). Eulerian function &ul, and &uly(p;) := Eul(t,p;), and Eulps(T,pr) = ((PL).Euly)(p,), cf. (9.4).

Definition 9.1 The Lie derivative Lz&ul along ¥ of an Eulerian function &ul is the Eulerian function

LiEul defined by, at t at p; := p(t) = ®(t, Poy),

_ t _
£178ul(t,pt) — lim &Llf(pr) ((@T)*&th)(pf) — lim Sul(T,p,.) E'U’lt*(7—7p7’).

Tt T—1 Tt T—1

(9.6)

Interpretation: Lz&ul measures the rate of change of ful along a trajectory:

e &ul(t,p;) is the value of &ul at T at p,, see figure with &ul = 0.

o Culyi(1,pr) = ((BL).Euly)(T,pr) is exclusively strain related (kinematic): It is the memory trans-
ported by the flow.

In other words, with g defined by
9(1) = ((27)+Euly) (p(7)) (9.7)

(in particular g(t) = Euli(pt)):
9(7) — 9(#) aiso written  d((®7)+Euly)(p(7))

Ls&ul(t,p) == ¢'(t) = lim p— o - (9.8)

Remark 9.2 More precise definition, as in (2.3)):
Ls&ul(t,pr) == ((t, py), Lsul(t, p;) (pointed function at (¢,p;)), (9.9)
And, to lighten the notation, £z&ul(t, p;) ="°%d Ly&ul(t, p;) (second component of L&ul(t, py)). oa
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53 9.2. Lie derivative of a scalar function

9.1.4 A more general definition

The rate in has to be slightly modified to be adequate in all situations: Eul(T,p;) — Euly (7, p,) is
computed at (7, p,) which moves as 7 — ¢, and on a “non-planar manifold” this is problematic (the tangent
plane changes with 7). The “natural” definition is to arrive with the memory (you can’t rejuvenate):

Definition 9.3 The Lie derivative Ly&ul of an Eulerian function &ul along ¥ is the Eulerian function
Lz&ul defined by, at t at p; = p,, (1),

_ t—h _ T
Lobul(t, pr) = }IL.m Euly(pe) — (")« Euls—n(pr) — lim Euly(pt) — (P] )*SulT(pt)'

—0 h Tt t—T (9.10)

(The rate is calculated at (¢, p;) for all h or 7, and since a human being can’t rejuvenate he takes h > 0,
fe.7<t)

In other words, with g defined by

9(7) = ((27)Eul7)(pr) (9-11)
(in particular g(t) = &ul(t, pt)):
£g€ul(t,pt) = g’(t) _ 71—113 @ — 71_11{15 @ also vgitten d((q)z—),.;lcj’ftlr)(pt) - (9.12)

Here the observer must: B
e At T =t—h at p(1) = p(t—h) = ®p,, (t—h), take the value Eul(7,p(7)) (memory),
e move along the trajectory <T>p0@,

e once at t at p; = ®p,, (t), the memory turned into ((7).Eul)(p:),
e which can be compared with &ul(t, p;) without any ubiquity gift.

Exercice 9.4 Prove: and (9.10) are equivalent.

. « N . ot *Eul(t,pe)—Euly (t,
Answer. With (@1 ,)*.(®iin) = I, gives Lz&ul(t,p:) = limp_o (Popn)” o (t:t) uhibpd)
. @t ) eul,_ ) —Eul . Eul —((®F_, ) Euly_ " _
limy, o (P} _p) " Euly j,]l(?r) ult (pt) = limp_o ult (pr)—(( t_hh) uly h)(:ﬂt)7 and use (cbifh) _ (q)z h)*. =

9.1.5 Equivalent definition (differential geometry)

Definition 9.5 The Lie derivative of a Eulerian function &ul along a flow of Eulerian velocity ¢ is the
Eulerian function Lz&ul defined at (¢, p;) by

Lot ) tim (B G0 —Eulltip) (@) i) ) = Eulltp)

Tt T—1 h—0 h

In other words, with ¢ defined by
g(r) = ((®7)"Eul-)(pr) (9.14)

(in particular §(t) = &ul(t, pt)):
9(7) = §(t) aiso written  d((P7)*Eulr)(p)

Lz&ul(t, = ¢'(t) = lim . 9.15
v ( pt) g ( ) Tt T—1t dr |T=t ( )
Exercice 9.6 Prove: (9.10) and (9.13)) are equivalent.
t * _&u
Answer. li also reads Lz&ul(t,p:) = limp—o @y —n) gultf_h}z(Pt) & zt(zot)7 and (®_,)*.(®1"), = I. &

9.2 Lie derivative of a scalar function
Let f be a C! Eulerian scalar valued function. With (®!="), f,_1(ps) = fe_n(p(t—P)), cf. (6.10), we get

ng(t,pt) }lllm f(tvpt) — f(t—h,p(t—h)) : Eﬂf _ Df _ af + df’l_)' (916)

l1.e. e -
—0 h ’

Dt | ot

So, for scalar functions, the Lie derivative is the material derivative.

Interpretation: L;f measures the rate of change of f along a trajectory.
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Proposition 9.7 L;f = 0 iff f is constant along any trajectory (the real value is the memory value):

»Cﬁf =0 — Vth € [thT]a (q):*)ft(p'r) = f(tap(t)) when pr = @fr(pt)a (917)

ie. iff f(t,p(t)) = f(to,ps,) when p(t) = ®%(t,py,), i.e. iff f let itself be carried by the flow (unchanged).

Proof. Let p(t) = (t Poy) = p for all ¢, so p(7) = 5(7, Poy) = pr = <I>§+h(pt) Ot (1, py).
It f'r ( i ) ft: then fT(pT) ft(pt)v thus liInT%t M 0 that i 18, %{ =0.

= If = 0 then f(t,p(t)) is a constant function on the trajectory t — ®(t, Poy;), for any parti-
cle Foy;, s0 f( p(7)) = f(t,pr) when p(r) = @1, (pr), that is, f(7.pr) = (f )« fi(pr)-

2

Exercice 9.8 Prove: Ls(Lsf) = 2 = &L 4 2d(20).5+ d2f(5,7) + df (L + di).
Answer. See . n

9.3 Lie derivative of a vector field
9.3.1 Formula
Proposition 9.9 Let @ be a C! (Eulerian) vector field. We have

Dw ow
L0 = ?It“ — dvd ai;’ + AT — A (9.18)
So the Lie derivative is not reduced to the material denvatzve ( unless d = 0, i.e. unless ¥ is uniform):

The spatial variations dv of ¥ influences the rate of stress: ¥ tr1es to bend W (which is expected).

Proof. Here (9.14) reads g(r) = d®.(p,)~ (7, p(7)), and (9.15) reads g'(t) = Lzw(t, p(t)). Since
W(r,p(7)) = dP7(pe).g(7) = d®* (7, p1).G(7) we get

irpen = B epy o _aw  +aee). gl

d®*(7,p) =t d(7,p(7)) Fi(ps)  Lgw(r,p(T))

(9.19)
dv(7,p(7)).d®t (7,pt)

Thus 2E(t, p,) = dvi(t, p;).d(t, pe) + I.Lx0(t, py), thus (9.18).

Quantification: Basis (€;), U= ), vi€;, & = }_, wi€;, dv.€; = >, v;);€;, di.€; = >, w;;€; Then

" Qw; _, . ﬂ
Lz0 = (;Lt) €; + Z W[V €; — Z V)W, ;- (9.20)
i=1 i,j=1 i,j=1
So, with [] := []j&,
D& o
W = [—| — b =|— 0.0] — [dv].[d]). 21
[Low] =[] = [dol.[d] | (= [5;]+ [dw.0] - [do].[]) (9.21)
(And [dw.5] = [d].[7].) Duality notations: Lo = Y, %%°¢; + Y, w01 — 3, vl wl ;.

9.3.2 Interpretation: Flow resistance measurement

Proposition 9.10 ®* is supposed to be a C? motion and a C' diffeomorphism in space, and 1 is a
vector field.

Ly =0 <<= Vte]t,T], ¥ = (BP).t,. (9.22)
ie, 2% = dyai < the actual vector W(t,p(t)) is equal to F{(ps,). Wy, (pry) = Wie«(t,p(t)) the deformed
vector by the flow, see ﬁgure So: The Lie derivative Lzw vanishes iff W does not resist the flow (let

itself be deformed by the flow), i.e. iff W(t, p:) = Wy« (t, pt).
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55 9.4. FEzamples

Proof. We have Ly = 2% — d.i and 2 (t py,) = do(t, p(t

). f. (3.33).

< (derivation): Suppose W(t,p(t)) = Fto(t,pfo) W(ty, pr,) when p(t = ®(p;,). Then %“E(t,p(t)) =

DL (¢, piy) (b, piy) = (dﬁ(t,p(t))-Ff“(pro))~(Ftt°(pm) A(t,p(1)) = du(t,p(t)).d(t, p(t)), thus 7 —

dv. = 0. (See proposition )
= (integration): Suppose

~—
~

)~Lad(t, p(t)) (= pull-back (2))*w(ty, py,
t )

when p(t) = ®%(t, py, ); Sow(tp D) =F 2 (1 p(1) = 257 (1, pyy) S+ L (p1y) S (1) =
di(t, p(t)).-F* (py,)-f(t) + F°(pi)-f () = du(t,p(t)-w(t,p(t) + F (). /() =" i (t,p(t) +
Flo (pto)_f (t) for all t; Thus F{(py,).f'(t) = 0, thus f'(t) = 0 (because ®* is a diffeomorphism), thus
f(t) = flto), ie. @ = (@?’)*wt{), for all ¢. oa

9.3.3 Autonomous Lie derivative and Lie bracket

The Lie bracket of two vector fields ¢ and & is
[3,0] = di.¥ — dv.i " 0. (9.23)
And L% = [v, 0] is called the autonomous Lie derivative of @ along . Thus

L od ., . 0w
Lyh = B + [0,d] = e + L0 (9.24)

NB: L% is used when et 1 are stationary vector fields, thus does not concern objectivity: A stationary
vector field in a referential is not necessary stationary in another (moving) referential.

9.4 Examples
9.4.1 Lie Derivative of a vector field along itself
1} with o = ¥ gives Ly7 = %f. In particular, if 7 is a stationary vector field then £37 = 0 (= [7,7]).

9.4.2 Lie derivative along a uniform flow

Here dv = 0, thus
Dw oW
s = — = "2 4 45 (when dif = 0). 2
L0 Dt o + dw.7 (when dv = 0) (9.25)

Here the flow is rectilinear (dv = 0): there is no curvature (of the flow) to influence the stress on .

Moreover, if @ is stationary, that is %—”“t” =0, then Lz = dw.v = the directional derivative % of the

vector field w in the direction 7.

9.4.3 Lie derivative of a uniform vector field

Here dui(t,p) = 0, thus

ow
L0 = a0 dv.d  (when dw = 0), (9.26)
thus the stress on  is due to the space variations of v. Moreover, is w0 is stationary then Lzw = —dv..

9.4.4 TUniaxial stretch of an elastic material

e Strain. With [0P]; = [X],z = (if) with & > 0, ¢ > fo, p(t) = B (t, P) and [7]z = [Op(1)] =

OB ),
g

& &
) = <1+€(t to) >, di(t,p) = <1+€(6—to) 8> (independent of p).

e Eulerian velocity 9(t,p) =

55



56 9.4. FEzamples

o Deformation gradient (independent of P), with x, = {(t—tp):
I+re O 10
_ to t _
F, = dd" (P) = ( 0 1>—I+/~€t(0 0). (9.28)

Infinitesimal strain tensor, with FI = F; here:

1 0
gzo(P):Ft_I:K,t <0 O)_Et' (9‘29)

o Stress. Constitutive law = Linear isotropic elasticity:

A2 0
- nl
Cauchy stress vector T on a surface at p with normal 7;(p) = <n2> =7
oo o (A 2p)m oy A2 g
Ti(p) = g, = Ky ( iy = £(t—to) g =T;. (9.31)

e Push-forwards: T}, (p,,) = 0, thus Ftﬂ+h(pf0).ﬁ0 (py,) = 0.
o Lie derivative:

‘Cﬁf(tﬁa p&)) = lim

T;(pt) — Ftto (ptO)'T;O (o) = ((/\+2u)n1> (rate of stress at (o, py,))- (9.32)

t—to t—1 ANy
- o - . 1
e Generic computation with LT = %—f + dT.v — do.T: (9.31) gives % = ¢ ()\—;252)71 ) and
= I —5 0 (A+2p) nt 2t—t) [ (A+2p)nt .
dT' = 0 and dv;.T; = <1+5(6 to) 0) L(t—tp) < A2 ) = Trea—b) ( 0 > In particular,

- . - 1
di(to, pyy).T (to, pr,) = 0. Thus LT (to, pr,) =& (O\&Q:Q) " ) = rate of stress at the initial (%o, py, ).

9.4.5 Simple shear of an elastic material

Fixed Euclidean basis (€1, €2) in R? at all time. Initial configuration Q;, = [0, L1]®][0, La]. Initial position:
W Oi% = [X)e = (‘;5) —noted ¥ Position at t: p, = B (py,), [#]je = [Op(t)]|e =" Z. Let
& € R*, and

= <§:§3§f§§§> - <§+5(”0)Y> - (é*“(t)y> where r(t) = £(t—tp) = . (9.33)

e Deformation gradient:

d(I)’f(P):(é ';t>:Fttﬂ, thus Ff“—[:nt(g é) (9.34)

e Lagrangian velocity X_/;(pto) = (gy>, thus df/’t(pto) — (8 g)

e Eulerian velocity 7;(p¢) = Vi(py,) = (gy>, thus dv,(p,) = (8 f)) (We check that di.F = dV.)

o Infinitesimal strain tensor:

FtO(P)—I-‘r(FtO(P)—I)T 0 1 noted
to _t t — to
g (P)= 5 = 2 L o) =& g, (9.35)
e Stress. Constitutive law, usual linear isotropic elasticity (requires a Euclidean dot product):
t = \T I+2ue, = 01 9.36
g( ?pt) - r(gt) + /’Lgt - /J’h:t 1 O gt ( - )
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57 9.4. FEzamples

Cauchy stress vector T'(t,p;) (at t at p;) on a surface at p with normal 77 (p) = (?LQ) =n:

l

2 2 o
¢ =0, = ( Zl) = pé&(t—ty) ( Zl) =T(t) (stressindependent of p;). (9.37)

o Lie derivative, with ﬁo = 0:

. a _ o r 2
LiT (o, pr,) = tant}) Tilpe) ]zt_(ZZOtO)'TtO (Ps) = pé < Zl> (rate of stress at (o, py,))- (9.38)

- o - - - 2 ~
e Generic computation: LT = %—f +dT.v— dv.T. (9.37) gives %—f(t,p) = ué ( Zl) and dT = 0. With

— - N 2
dy,. Ty, = 0. Thus LT (to, py,) = pé ( Zl )

9.4.6 Shear flow
Stationary shear field, see (5.11) with a = 0 and # = 0 (or see (9.33) with £ = A):

. vl (z,y) = Ny, B} 0 A
U(x,y) = { () =0, dv(z,y) = (0 O) . (9.39)

0

measures “the resistance to deformation due to the flow”. See figure the virtual vector W, (t,p) =
d®(ty, py, ). W(ty, pr,) being the vector that would have let itself be carried by the flow (the push-forward).

Let w(t,p) = (2) = W(ty, py,) (constant in time and uniform in space). Then L0 = —d0.40 = (_)‘b)

wiE,

& f
Py o tI!I:" %] p—Cr_n‘ . (t)

o

Figure 9.2: Shear flow, cf. (9.39), with @ constant and uniform. Lz measures the resistance to the
deformation.

9.4.7 Spin
Rotating flow: Continuing (|5.14):
, _ 0 -1 T S _ 0 -1\ _
Uz, y) =w (1 0 ) (y) , di(z,y) =w <1 0 ) = w Rot(7/2). (9.40)
In particular d?v = 0. With @ = @, constant and uniform we get
LWy = —di(p). Wy = —w Rot(m/2) .0y (L (Z) = ). (9.41)

gives “the force at which w refuses to turn with the flow”.
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58 9.5. Lie derivative of a differential form

9.4.8 Second order Lie derivative

Exercice 9.11 Let ¥, be C2 and g(t) = (®LW)(t,p) = d®L(p,) L. @(7, p()) when p(1) = ®(7,p,).

We have Lyb(t, p(t)) =€) 7/(¢). Prove Ls(Ls®)(t, p(t)) = §" (1), i.e.:
. D*w Dw Do) , . ..
Lz(Lz0) = Dz " 2dv. D TR + dv.dv.aw,
0w aw o or  0v (9.42)
= 7 +2d— TR — 2dv.—— B + dw. ETi da.w

+ (d*W.0).T + dib.dv.¥ — 2dv.di.T — (d*0.0) .0 + dv.dv.ab

Answer. D
il D(5*2 — dv.w N}
Lo(Loi) = 2 (g;“’) — 4. (Ls) = w - dﬁ.(llt” — d5.5)
D*%  D(dv) D6 D&
DE ~  Di a0 — dvﬁfd D—terfude,
thus (9.42)1, thus (9.42). ou

9.5 Lie derivative of a differential form

When the Lie derivative of a vector field @ cannot be obtained by direct measurements, you need to use
a “measuring device” (Germain: To know the weight of a suitcase you have to lift it: You use work).

Here we consider a measuring device which is a differential form «. So, if w is a vector field then
f = a.¥ is a scalar function, and gives Lgz(a.wW) = Dlad) _ Do iy g, Dt , thus

Dt Dt -
D Dw
Eg(a.u')')—f(;w—i—ade—l—a%—ade (9.43)
—(Lya). @ =o. LW

Definition 9.12 Let «a be a differential form. The Lie derivative of « along ¥/ is the differential form

Do Oa
SO = —— — 44
Lyo Dt—i—adv at—l—dav—i—adv (9.44)

(An equivalent definition is given at (9.50).) Le., for all vector field &,

D
Lzl := ?(:.u_i +a.diaw (= 88—? W+ (da.0). 4 + o.dv.b). (9.45)

The definition of Lza, cf. (9.44), immediately gives the “derivation property”

Li(aW) = (Lza) W + a.(Lyw) (i.e. Liis a derivation). (9.46)
Quantification: Relative to a basis (€;) and with [-] := [],
Do . Oa ~
[Lza] = [Dt] + [a].[d7] | (row matrix) = [815] [de.] + [a].[dD]. (9.47)
Thus
Oa

[Load] = [Laa].[@] = [de.3).[d@] + [o].[d7].[@]. (9.48)

S0 +

Exercice 9.13 Prove (9.47) with components. And prove [da.t] = [§]7.[da]? (row matrix), thus

[dee.d).[] = [6]7.[do] " [&] = [@]T-[de).[7].

Answer. Basis (€;), dual basis (me;), thus - gives [Lza] = [22] 4 [add]. Let a = Y, aimei,
T = 3, 0i€, di = 3, ;€ ® Te; (tensorlal writing convenient for calculations), i.e. [d¥]jz = [v;;], thus
.dv =), v jTej, thus [.dV]|x, = [&]|x, .[dV]|e (row matrix). And da =}, @) jTei @ Tej, i.e. [daljr, = [a);],
gives da.V = 7,5 0|j0jTe; = D, ViQj|;Tej, and [da.v]|,, is a row matrix (da.v is a differential form), thus
(dj, = (B2 dall, . (Or compute (dos).is = 3, cvgyvyws = [i] e[ )¢ = (612 dol i)
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59 9.6. Incompatibility with Riesz representation vectors

Exercice 9.14 Let a be a differential form, and let oi;(p) := a(t,p). Prove, when ®¥ is a diffeomorphism,
Lya=0 <<= Vte|t,T], ay=(D°).ay. (9.49)

Le.: 22 = —0.di <= ay(pr) = auy (p1,)-F° (pr,) " for all ¢, when p, = @ (py,).

Answer < I ar(p(t) = aw(po)-Fi(py) ", then a(t,p(t)).F(t,py) = u(psy), thus 22(t,p:).F{ (py,) +
at(pt) (t py) = 0, thus %(t,p(t)).FttO(pfO) + at(pt).dz')'(t,pt).Ffo(pm) = 0, thus Lza = 0, since <I>E° is a
dlffeomorphlsm

=i If B(t) 1= () wcrsy (p1y) = e (p(t))-F{ (p1,) (pull-back at (fo, py,)), then B(t) = a(t, p(t)).F(t,py,), thus
B'(t) = %(t,pt).Ft“ (p) + oa(t,pt).dﬂ'(t,pt)‘Ft"( ) = 0 (hypothesis Lza = 0), thus B(t) = B(t) = a4, (p,). ==

Remark 9.15 A definition equivalent to is, cf. -,
() ar(pe) — Oét(Pt) ar (pr).d®%(pe) — cu(pr)

Loaltpe) = lg T—1 B llg%f T—1 ) (9.50)
noted D(®7ar(pt))  noted D(a7(pr)) (= D(a-(pr)-d®7(pr)) ) '
Dr |r=t Dt =t Dt lr=t’
Indeed, if 3(7) = (PL)*a, (pr) = ar(pr).dPL(p:), then 8'(7) and then T = ¢ give (9.44). o’
Exercice 9.16 ¥ and o being C?, prove:
0%a oo loJe} ov odv
(Lo ey 9 42—, - ik
Lolloo) = G + 25,0+ 25, di+ dagp a2 (9.51)

+ (d*a.9).T + do.(dV.7) + 2(do.¥).dT + a.(d*0.7) + (o.dv).dv.
Answer. gives

Ls(Lsa) = Ly (‘?;;) + Lo(dewT) + L(c.dT)
_ d*a da , O« d(da.v) N o o O(a.dv) o .
= oz + da v+ e dv + e + d(da.v).¥ + (da.v).dv + 5 + d(.d?).¥ + (.dv).dv
%« o Oa oda ov PR o N
= 28 +d— o v+ TR .dv + T U+ da e + (d°a.7).9 + do.(dv.9) + (do.V).dv
oo odv 2,
+Ed+ W—l—(dav)dv—l—advv—l—(adv)d
o oo oo 8" 9 L dv
= o2 + da v+ QE .dU + da Bt + (d*a.9).7 + da.(dv.9) + 2(da.v).dv + a. T

+ a.(d*¥.7) + (a.dD).dv.

9.6 Incompatibility with Riesz representation vectors

The Lie derivative has nothing to do with any inner dot product (the Lie derivative does not compare
two vectors, contrary to a Cauchy type approach).

Here we introduce a Euclidean dot product (-,-), and show that the Lie derivative of a linear form «
is not trivially deduced from the Lie derivative of a Riesz representation vector of « (which one?). (Same
issue as at §[7.2])

Let « be a Eulerian differential form; Then let @,(¢,p) € R” be the (-, -)g-Riesz representation vector
of the linear form a(t,p) € R™*: So, for all Eulerian vector field @,

il = (G, @), (= iy W), (9.52)

which means «(t, p).W(t, p) = (d4(t, p), W(t,p)), at all adm1s51ble (t,p). This defines the Eulerian vector
field @, (not intrinsic to a: @y depends on the choice of (-, )4, cf. -

Proposition 9.17 For all 7,1 € R™,

oo od, L L oL Do Dad,
n = ( Btg W)y, (da.v).d = (ddy.U,w0)g, D= (Ttg’w)g' (9.53)
Thus
Lyob = (Lydy, ©)g + (dg, (di+di").5),, and ]cga.wﬂcgag,w)g\ in general. (9.54)

So Lyd, is not the Riesz representation vector of Lyo (but for solid body motions). (Expected: A Lie
derivative is covariant objective, see §|11.4, and the use of an inner dot product ruins this objectivity.)
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60 9.7. Lie derivative of a tensor

Proof. A Euclidean dot product g(-,-) is bilinear constant and uniform, thus:
oa
( ddg

T @)y + (dg, %)g’ with a.% = (dg, %)g, thus we are left

oW = (A4, W), gives %.u’i+ a.%* =
with 22 .5 = (% ), for all .

aw = (dg,w), gives d(a.w).7 = d(dg, w),.v for all ¥, @, thus (da 0).0 + a.(dw.v) = (day.v,w), +
(dg, dw.v)g, with a.(dW.T) = (dg, dW.V),, thus we are left w1th (da.¥). W = (ddg.U, W),.

Thus % W= (%afg,w)g

Thus (Lya). = 2246 + a.dvd = (252, @), + (d@g, dv.0), = (Lyiiy + di.dg, By + (0T g, D)y dn

Remark 9.18 Chorus: a “differential form” (measuring instrument, covariant) should not be confused
with a “vector field” (object to be measured, contravariant); Thus, the use of a dot product (which one?)
and the Riesz representation theorem should be restricted for computational purposes, after an objective
equation has been established. See also remark un

9.7 Lie derivative of a tensor

The Lie derivative of any tensor of order > 2 is defined thanks to

Li(T®S)=(L;iT)®S+T®(LyS) (derivation formula). (9.55)

o\ %
(Or direct definition: LT (ty, py,) = %,W‘t:to)-

9.7.1 Lie derivative of a mixed tensor

Let T,, € T1(Q), and T, is called a mixed tensor; Its Lie derivative, called the Jaumann derivative, is
given by

DT _ g51, 4+ Ty did| = 250 4 T, 5 — 45T, + T d (9.56)
Dt ot

Can be checked with an elementary tensor 7' = W ® a: we have d(ﬁ@ ). 0 = (dW.7) @ a+ W ® (da.v) and

(V) @a = dv.(WRa), and W (a.dv) = (WQ«).dv , thus gives Lz(W@a) = (L7W0) @a+w0@ (L)

=% Qo+ (dw.d) ® o — (dﬁ.w)®a+w®%—%+w®(da.v)+w®(adm

= 2080 4 (4§ @ a).F — di.(F ® @) + (¥ @ a).dd.

LTy, =

Quantification. Relative to a basis (€;):

DTW’L

[L:D‘Tm] = [ Dt

| — [d6).[Ton] + [Tin]-[d7] (9.57)

(the signs F are mixed). “Mixed” also refers to positions of indices (up and down with duality notations):
T =31 211" € @ ¢/ with the dual basis (¢'), i.e. [Tn]je = [T7].

Exercice 9.19 With components, prove (9.57)).

Answer. %= =3 agt]ez ®e, dlm = 3, T jnéi ® & @ ", T = 3,0'€, di = 3, v};&; ® ¢, thus
AT v =3 le“cvka@ej dv. Ty, —Z v‘kT & ®el, T dv—z Tzkv@(?i@ej. e

ijk ijk ijk

9.7.2 Lie derivative of a up-tensor

Recall: If L € L(E; F) (a linear map) then its adjoint L* € L(F*; E*) is defined by, cf. §[A.12]

Vme F*, [L*m:=m.L]| ie, Vm,ie (F*xE), (L*.m).i=m.L.i. (9.58)
(There is no inner dot product involved here.) In particular, do*.m = m.d7 for all m € Rp*, ie.
(dv*.m).d = (m.dv).4 = m.(dv.4) for all m € RP* and all @ € R}.

Let T, € TZ(Q), and T, is called a up tensor; Its Lie derivative is called the upper-convected (Maxwell)
derivative or the Oldroyd derivative and is given by

DTw | o,

LsT, = T, — T,,.dv" | =
Dt ot

¥ — dv.T, — T,,.div". (9.59)

Can be checked with an elementary tensor T'= @ ® @ and Lz(td @ W) = (Ly1) @ W+ U @ (LyW).
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61 9.7. Lie derivative of a tensor

Quantification. Relative to a basis (€;):

DT,
Dt

[£5Tu) = [5,"] = [d0).[T] = [T].[do]" (9.60)

“up” also refers to positions of indices (with duality notations): T, = Y.7',_,T"¢; ® €; with the dual
basis ('), i.e. [T0]je = [T¥].

Exercice 9.20 With components, prove (9.59)).

ar AT 5 o>
Answer. T =37, “5 €0, dTu =35

thus dT,,.T = Zi].k T‘ikjvké} Qe diT, =Y

ij o oo koo i o i o j - J 0o
TRéi®eRe’, v =3 ,v'e, dv =), v;&®e, di" =3, v)e'®e;

j )
i mkj 2 =, o ik, j _i - n
ik VRT € @ €, Tudv™ =32, T e’ ® €. .

9.7.3 Lie derivative of a down-tensor

Let T, € T9(Q), and Ty is called a down tensor; The Lie derivative is called the lower-convected Maxwell
derivative and is given by

DT, T,
LTy = Ttd + Ty di + dv* Ty | = aTd + dT.5 + Ty.dv + dv* T (9.61)

Can be checked with an elementary tensor T = ¢ ® m and Lz({ @ m) = (Lzl) @ m + £ ® (Lzm).

Quantification. Relative to a basis (€;):

DTy

[LoTal = [,

|+ [Tu).[d0) + [d0)".[T). (9-62)
“down” also refers to positions of indices (with duality notations): T, = >

i7j:1/1—1£jei ® e/ with the dual
basis (e'), L.e. [Tu)je = [T3]-

Exercice 9.21 With components, prove (9.62).

OTs5 i

Answer. 21 = 2 o€ ®el, dTy =3
thus dT4.0 =)

ol ed k = _ iz A7 — P2 el At — R
T;jine' ®e’Qe™, 7= v'&, di = i Vl;€i®e’, U = > i Vi€ @€,
k i — —% _
Tikv‘je ® €5, dv"Tqg =)

ijk

ki o - kgn  ioo o u
ik Tigievte’ ® €, Td.dv—zijk ik ViTkie’ ® €. an

Example 9.22 Let g = (-,-), € T9() be a constant and uniform metric (a unique inner dot product

for all ¢,p, e.g., a Euclidean dot product at all t). Then %ﬁ = 0, thus L3g = 0 + ¢.dv + dv*.g, thus

[L3g] = [g]-1d] + [d]".[g].
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Part IV
Velocity-addition formula

10 Change of referential and velocity-addition formula

10.0 Issue and result (summary)

Issue: The velocity-addition formula is usually written (classical mechanics)
Ua = Up + U, 1i.e. absolute velocity = (drive+relative) velocities, (10.1)

where ¥4 and ©p being described by an observer A in his referential R4 = (Oa, (/YZ)) and i being
described by an observer B in his referential R = (Op, (B;)). Hence (10.1) is problematic (inconsistent):
e U4 and 7Up are quantified in the basis (A4;), e.g. in foot/s, chosen by the absolute observer,

—

e U is quantified in the another basis (B;), e.g. in metre/s, chosen by the relative observer;
Thus, in (10.1)), U5 + 9p adds metre/s and foot/s... relative to different bases... Absurd. So:

Question: What are we missing (and how should ((10.1) be written, or what does it really mean)?
Answer: We miss a link = the translator between A and B:

Summary (full details in the following paragraphs): Obj is an object and o : (t, Poy) € [t1,t2] x Obj —

p(t) = ®(t, Poyj) € R™ is its motion. It is quantified by A in his referential R4 thanks to @4 : (¢, Poy) —
Za(t) = @a(t, Poy) == (04 (t, PObj)]\fT (stored components in (A;)), and by B in his referential Rp thanks
—_— N
to @ : (t, Poy) = B(t) = @r(t, Poy) = [OB@(t,Pgbj)]‘é (stored components in (B;)). At any ¢, the
translator ©; connects Za; := Za(t) = Ga(t, Poy) and Tp; := Tp(t) = @ (¢, Poy):
Lar = O(Tpe), so  Galt, Foy) = O(t, @a(t, Foy))- (10.2)

Thus (time differentiation)

0, 00, . 0y,
ShGPy) = Go(t@ntFoy)) +dOGalt Poy) S (L Poy). (103)
—_————

absolute velocity v (¢, £a:)  drive velocity up(t, Zat) translated velocity Uz« (¢, Tat)

Which gives “the velocity-addition formula™ For observer A,

(64 =t + 0. | where Tpp(ar) = dOy(T:).Tisi (Fpe) at Tar = Oy(dm), (10.4)

i.e.: Absolute velocity = Drive velocity + Translated relative velocity.

Example 10.1 e Translation motion of Rp in R4 with Ei = )\ffi (e.g. A ~ 3.28 when /L in foot and BZ
in meter). Here d©; = AI, hence tiat(Zat) = Upt(Zat) + A Upt(Zp:), which is the expected relation (“sum
of the velocities with the good units”, e.g. foot /s).
e “Rotation” of Rp in Ra: See §[10.12| (motion of the Earth around the Sun). oa
Then 1} gives (time differentiation), with D(D%) (t,7p(t)) = 8(;87?) (t,:E'Bt)—i-d(%—(?)(t,th).ﬁB(t,th),
and in the classical case d?0; =0,
o 0?0 0, _ . . L 0%@
Far@ae) = (b @) A 2d (b Epe) e (Fne) + dO(Fpe). 2 (t, Poy) ,  (10.5)
——— ot ot ot

Drive acc. Yp(t,Za:)  Coriolis acc. ¢ (t,Za:) Translated acc. ¥p«(t, Zat)

Absolute acc.

Which gives “the acceleration-addition formula” For observer A,

,  where Vg (Zar) = dOy(ZTpt) Vi (Tp) at Tay = Ou(Tpy),,

(94 =4p +7c + 7

(10.6)
i.e.: Absolute acceleration = (Drive 4 Coriolis + Translated relative) accelerations.

And D (t,Zp:) = Upe(O4(Tpr)) gives d(Z2)(t,Tpt))) = dipe(O¢(Tpe)).dO(Tpe), thus For(Zar) =
2 dtpi(Zat). Ui« (Zar), thus, e.g. for the motion of the Earth around the Sun,

Yot = 2Wpt X UBts. (10.7)
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63 10.1. Referentials and “matriz motions”

10.1 Referentials and “matrix motions”
10.1.1 Motion of Ol in our classical Universe

Classical mechanics framework: Time and space are decoupled, all the observers share the same time
origin and unit (e.g. the second) and live in “our Universe” modeled as the affine space R? with its usual

associated vector space R? (bi-point vectors). More generally, the affine space is R™ associated to the
vector space R”, n € {1,2,3}.
Obj is an object. Its (regular) motion (in our Universe) during a time interval [t1, ¢2] is the function

~ [tl,tg] X 0[2} — R"
3 _ (10.8)
(t, Poy) — pt = ®(t, Poyj) = position at ¢ of the particle Poy;.

With Q, = ®(¢, Obj) C R", its Eulerian velocities and accelerations vector fields are the functions o
and 7 : Uyepy, 1, ({t} x ) — R™ defined by, at ¢ at p, = (¢, Foy),

02®

. 0P . ®
U(t, pe) = E(t’PObj) and (t,p) = %(LPO@‘) (10.9)

10.1.2 Absolute and relative referentials ...

e An observer A, called the absolute observer, chooses a rigid object ObjR4 in the Universe, chooses four
particles thich are at t at Oay, Pa1e, Past, Paze € ObjR4 s.t. the bi-point vectors A = Opr Py make a
basis in R™ at ¢. He has thus built his (Cartesian) referential Ra; = (Oas, (Aiz)) at ¢, called the absolute

—

referential at t. And Ra, is supposed fixed relative to A, so is written R4 = (Oa, (4;)) when used by A.
E.g. OhjR4 is the “Sun extended to infinity”, and at ¢, Oa; is the position of the center of the Sun in
the Universe and (A;;) = (OatPast) is a Euclidean basis in foot fixed relative to stars.

e An observer B, called the relative observer, proceeds similarly: He builds his Cartesian referential

—

R = (Opy, (Byy)), called the relative referential, and written Rp = (Op, (B;)) when used by B.
E.g. ObhjRg is the “Earth extended to infinity”, and at ¢, Op; is the position of the center of the Earth

=

and (Bj;) = (Op¢Pgit) is a Euclidean basis in metre fixed relative to the Earth.

10.1.3 ... Matrix representations of a vector ...
1 0

M, is the abstract vector space of n * 1 real column matrices and El =1 .| En = 0 makes
0 1

—

its canonical basis (E;) (with 0 and 1 the identity addition and multiplication elements in the field R).
In particular [Eit}lg =E; = [B’“}IE'

With the only purpose to know which observer builds column matrices, M, is called M;y(A) when
used by A and M,;y(B) when used by B. So, at ¢, a position p; € R™ is stored by A as the column matrix

—

in M,y given by the components x44; of the vector Oqp; = Z?:ﬁAtiAit, idem for B:

TAt1 IBt1
- b S . = e e .
LAt - — [OAtpt]‘A' = : S Mnl(A), and IBt ‘= [OBtpt]‘é = : S Mnl(B) (1010)
TAtn TBtn
10.1.4 ... Absolute and relative “motions” of Ol (quantification)

(10.10) defines the “absolute motion” @4 and the “relative motion” @ of Obj (matrix valued):

[t1,t2]x Ol — Mu(A)
BA R 10.11
A (t,PObj) — Tap = (ﬁ'A(t, PObj) = [OA‘I)(t, PObj)]‘j no;ed fA(t) = [OAp(t ]IA‘, ( )

[t1,t2]x Ol — Mu(B)
0B : —_—— 10.12
i (t, Poy) — @m0 = | @t Poyy) := [O®(t, Poy )] 5 | "2 #5(t) = [0pp(0)] 5. e
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64 10.1. Referentials and “matriz motions”

And (10.9) gives the “absolute” and “relative” velocities and accelerations of Fpy; (column matrices):

N N = N - = - P
ta(t, Zae) := [U(t,pe)] 7| and  Fa(t, Zae) = [Y(t,pe)] 5, when  Zae := [Oapt], 1, (10.13)
— - Lo . . N
Up(t, Tpe) = [U(t,pe)]| 5| and  Fp(t,Ipe) := [(t,p)] |5, when g = [Oppi] 3. (10.14)

These definitions are consistent:

Proposition 10.2 ¥4 (t,Z4:) = %(t,PObj) (= Z4'(t)), and Tp(t, Tpt) = %(t,])obj) (= Z'(t)).

Proof. Let Ai(t) := Ay, Oa(t) = Oa  Then [A(t)] ; = [imyso M]‘ i =
limy, 0 [Ai(t+h)]";‘;_[Ai(t)]“T = limj,_0 E;E =0 € M, since A; is fixed for A. And [OA;(t)]‘g =
- On; (1)On; (th)), = .
[limhﬁo M]Vf = limhﬁo[ Al() Al( + ]lA = Hmhﬁog =0 € /\/lnl since OAt is fixed
~ N
for A. And (I)(t PObj) = OA( ) + OA( ) (t PObj) thus [ (t PObJ)]l = [OAZ‘( )]lA‘ + @A(t PObj) thus
da(t, Ear) =08 [5(t, py)] 5 =D [Z2 (8, Poyy)], 5 = [Oaf(), 5 + B2 (¢, Poyy) = 0+ 22(t, Poyy).  Idem
for B. un
Exercice 10.3 t is fixed. Let p € R™ (point), &y := [O—A]))]‘A € My, @ : R* — R" be a C* vector
field in R™, and define @4 (Z4) := [& (p)]‘g (so i4 is a matrix field in M, ). Prove: [di(p )]‘A = diia(%a)
[

(endomorphism in Mu(A)), i.e. dia(Za).[w] 7 = [di(p )]Ig.[ ],z (= [di(p). "]Ig) for all i € R".

Answer. A point p+hw € R"™ is stored by A as the matrix [OAp + hidl] x = [Oap] x + h[W], z = Za + h[d] 5
h h : +hi@)—5(p)], &

Thus dﬁA(xA)~[w]|A’ = limp_so Ta(Ea+ [wlhlA) Ta(Za) = limyo [ (p+ w)]h —l@(p)], - limpo w _

(limy, o LEHRD=CR] = [dii(p).1], x = [dii(p)], 5.[&], z, true for all .

Exercice 10.4 Call (; the transition matrix from (ff ) to (éit) at t. Prove T4y = [OAOBt]‘A’ + Q:.7Bt.

Answer. [7] 5 = Q. |x ] x for all 7 € R® (change of basis formula) gives Zar = [Oapt] 7 = [OaOst + Op:ipt] 3 =
[OAOBt]‘A [OBtpthA = [OAOBt]|A + Q. [OBtpt]|B [OAOBt]‘A + Qt.ZBt. ]

10.1.5 Motion of Rp ...
Particular case Obj = ObjRp in : The motion of ObjRg, also called the motion of Rp, is
~ [t1,t2] X ObjRg — R™
| { (1 Qrs) — @ = Bry (1, Q, ).
So the Eulerian velocity and acceleration of a particle Qr, € ObRp are, at t at ¢, = &JRB (t,Qry)s

8%‘3(@%) and 7 (t, q) = ;?B( t, Qry)- (10.16)

(10.15)

1_)7'?8 (ta Qt) =

10.1.6 ... Drive and static “motions of Rp”
The drive gp and static gs “motions” of Rp are the names given to @4 and g when Obj = ObjRp:
[t1,t2] X ObjRg — Mu(A)

P —————y 10.17
v (t,Qrs) — @p(t, Qrs) = [Oaq(t ; = [Oa®r, (t, Qrs)] 1 noted o (#), ( )
and
o R (10.18)
: — )
¥s Qrs — P5(Qrs) = [OBq(t ) 5= [OpPr, (t QRB)]‘B noted .

(Fs is independent of ¢ since Qr, is fixed in RB.) So the drive and static velocity of Qr, € ObjRp at t are

o - L J¢p N SN
Up(t,4pt) = [Urs (tv(h)h 1= 9 (t POby) when  gjps := [OAQt]‘jv

t
Us(t, Us) := [Urg (¢, qtﬂl =0 (null matrix since Qg, is fixed in Rp).

(10.19)

And the drive and static accelerations are Yp(, pt) = [Vrs (¢, @t)]| 7 = 8;%(75, Poy) and 7s(t, i) = 0.
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65 10.2. The translator Oy

Exercice 10.5 Why introduce @5 (static)?

Answer. You can’t confuse a particle Qr, with stored values: matrix yp: by A and matrix g5 by B. T

10.2 The translator O,
Definition 10.6 At ¢, the translator ©; connects the informations stored by A with that stored by B:

. . —_——>
o {MM(B) = Mu(d) } hen s = @s(Qrs) (= [OBPr, (t,Qry )] 5), and (10.20)

% = it = Ouik) e = @o(t, Qry) (= [Oadr, (t. Qr, )] 7)-

Le. ©; is the “translator at ¢ from B to A”, or the “inter-referential function at ¢ from Rp to R4”, i.e.
translates the “matrix position” stored by B to the corresponding “matrix position” stored by A. So, for

all Qr, € ObRg,
F01(Qrs) = O1(@(Qry)), L. [Poe = Oy o0 s | (10.21)

MuB) — Mud)
B = e = O4(ifs) = Ppe(F5 ' (iks))-

i.e.

Or:=@pro@s ' { (10.22)

E.g. [040pt] 7 = ©:([0p0pt],5) (for the particle Qo, chosen by B to be define his origin Op; at 1), so
[OAOBt]M = 0,(0) = position of Op; as stored by A at ¢. (10.23)
In other words, ©; is defined such that the following diagram commutes:

s = Ps(Qr, ) = localization of Qg, by B (10.24)

Qrs € ObjRg O,

k}

ot = Ppi(Qry ) = O+(gs) = localization at ¢ of Qr, by A.

Application to particles of Olj: Let p; := <T>(t, FPoyj) = position at ¢ in the Universe of a particle

Poyi € Obj. Let Qr, € ObjRg be the particle which is at ¢ at ¢, = py, i.e. s.t. Pr, (¢, Qry) = D(t, Poy), i.e.
I S ~—> > . S = = .

Qrs = (Prs,) " (pe)- So Zar = [Oapi] z = [Oadil g = Upe and Tpy = [Oppil 5 = [Opail 5 = %6, and (10.22)

gives
fAt = @t(th), i.e. SBAt(PObj) = et((ﬁBt(PObj))a i.e. . (10.25)

In other words, the diagram ((10.23) commutes with Obj, @p; and @a, in place of ObRg, Fs and Fp;.

10.3 The differential d©,, and push-forward of vector fields
Fix t and let ¢5 € Myu@B). Recall: ©; being supposed C?, the differential dO,(is) is defined by

MuB) — Mu@)

A0, (ifs) : i) — O, (i 10.26
() s — dO,(). s = lim 2BTDS) — O:(ik) (10:20
h—0 h
%
And if g : 'Mm(fj) /_\fbd(?) is a vector field in M,;3(B) then its push-forward by ©, is the vector
Yo — ws(is)

M) — Ma(A)

ﬁeld @t*u_fs = u_)'St* : . N N
Yot — Wsex(Upt)

} in Mu(A) defined by

u_)'St* (th) = d@t(gg)ws(g:g) when :Ith = @t(zZq) (1027)

Le., @se([0agi) 1) = 4005 1] )5 (1054i) ) for all Qr, € OWRs with v = B, (1, Qr,) € B,
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66 10.4. ©q is affine in classical mechanics

10.4 0O, is affine in classical mechanics
Proposition 10.7 t being fixed, ©; : Mu(B) — My(4) is affine: For all §js0, 51 € Mu(B) and all u € R,

O:((1—u)gso + uifsr) = (1—u)O¢(Ys0) + u O (%s1)- (10.28)
Thus
dO:(s0) noted d®©, is independent of s, (10.29)
and
O¢(ihk1) = O¢(¥s0) + dO¢.(Ys1—¥s0), i.e. Ypu = Ypro + dO¢.(ifs1—s0) (10.30)

where §pio = O¢(%s0) and §p = O(Ys1). In other words, for all Qpo, Q1 € ObjRp and all u € R, with
90 = Prs, (@B0), 11 = Pr,, (QB1) € R™, gso = [Oao], 5, %51 = [OBa1] 5, ¥pto = [Oaqo]| 45 bt = [Oaq] 5,

@t([O?Q(J)]\B’ JFU[M]\E) = [OT‘]O)]\AJFU[QO—QN\AW Le. [‘Io—qﬂvf = d@t-[qo—‘]l}hé- (10.31)

In particular

[éit}g = dO,.[B] (10.32)

|B
Proof At ¢, consider a straight line of particles (possible in classical mechanic) spotted along ¢ : u —
=qo+ugoq in R”. In partlcular q(0) = go and ¢(1 ) = q;. Let gj’s( ) = [Opq(u)] é and gp¢(u) =
——
OAq \A Wlth OBq OBqO+u qoql]‘ [(1 u)OBqO—I—u OBql]lB (1 u)[Oqu]‘B‘i‘U [OBQI]|§7
idem with yp:, we get

gs(u) = (1—u)gso + ugsr and  Ppi(u) = (1—u)ypio + uyps1  (straight lines in M) (10.33)
. = - - = - .

where 5o = 75(0) = [OBQO]‘B: g1 = 4s(1) = [Osai] 5, ¥pto = Upe(0) = [Oaqol 3, Joar = (1) =

[OAql]‘A And li glves @t(ys( )) = Upe(u) for all u, thus (10.33) gives O:((1—u)iso + uis1) =

(1-u)¥pto + ugps, thus : © is affine. Thus (10.29) and (10.30).

And with g5 = [OBOBt] 5 = 0 and g5 = (O Ppitl 5 = [Bil 5, we have ypiw = [OAOBt]M and
iipti = [OaPpid] 1, thus [Op; Pt 1 =020 d0,.[Op Pai] 5, i.e. (10.32).
Exercice 10.8 Call Q; = [Q;;;] the transition matrix from (ffit) to (git) in R". Prove

[d@t]lE-* = Qt, i.e. Vj, d@t.Ej = ZQt,ijEi (: Ejt*). (1034)
i=1

Answer. The transition matrix Q: is defined by éjt = Z?:th,ijgit- Thus [B‘jt]lg = >0 Quij [git]lﬁ =
Z:L:th,ijE_:i. With [B‘jt]h‘f : d@t.[éﬁ]‘é = d@tE_:J Thus d@t.Ej = Z;L:th,ijE_:i, thus [d@t]\é = Qt.

10.5 Translated velocities

Definition 10.9 The translated velocities and translated accelerations from B to A, called the translated
relative velocities and translated relative accelerations, are the push-forwards by ©; of the relative velocity
and the relative accelerations: At t at py,

’UBt*(fAt) = d@t( ) vBt(th) ‘ and ”th* xAt) = d@t( ) ’th th ‘ When ECAt @t(th) (1035)

In other words: 6Bt*(fAt) = d@t(fo)[ﬁf(pt)]g and iBt*(fAt) = d@t(fo) [’}/t(pf)] = in Mnl( )
In particular if ©; is affine, with Z4: = O¢(Zp:):

6Bt*(fAt) = d("‘)t.UBt (th) and ’VBt* (fAt) = d@t.’?Bt(th). (1036)
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67 10.6. Definition of ©

Exercice 10.10 (A4;) and (B;) are Euclidean bases (e.g. in foot and metre), (-,-)4 and (-,-)5 are the
associated Euclidean dot products, A = ||Bi||a (e.g. ~ 3.28), 50 (-,-)a = A2(-,-)5. And (-, )can is the
canonical inner dot product in M,; (defined by (E_';, Ej)can = ¢;; for all 4, j). Suppose O, is affine and let
Ejpv := dO,.E; (push-forward by ©;). Prove:

—

Vi, 5, (Eite, Ejix)ean = A20;5, and  d©,T.dO; = A°I. (10.37)

Answer. (B;) is a Euclidean basis for B, thus is a Euclidean orthogonal basis for all observers; It is seen at ¢
as (Bit) by A with ||Bit||a = A for all i, 0 (-,-)a = A*(-,-)p. And Ejix = dOy.Ei = dOy.[Bir] 5 =122 [Bi] 4.
Thus (Eicx, Eje)can = [Eie]"[Ejes] = [Biel [1-[Biel 5 = (Bt Bir)a = N(Bir, Bju)s = A\8ij, thus 410.37 5
Hence A2(Ei, Ej)ean = A20i; = (Eite, Ejt)ean = (dO1.E;, dO¢.Ej)can = (d0:T.dO.Ei, Ej)ecan, true for all i, ],

u

thus d©;T.d®; = X2I, thus ((10.37). .

10.6 Definition of ©
Definition 10.11 The translator from B to A is the function © defined with ((10.22)) by

[t1,t2] x MuB) — Mud)
O : (10.38)
{ (t.5) — o(t) =[B(t.1%) = O,(3)| = fior
So, for all Qr, € ObjRp and all ¢,
O(t, Fs(Qrs ) = P (t, Qrs)- (10.39)

E.g., ©(t,0) = [0405(1)] 1, cf. .

Remark 10.12 The translator © looks like a motion, but is not: A motion is characterized in one
referential and connects one particle to its positions; While © connects two referentials: It is an “inter-

referential” function. La

10.7 The “O-velocity” is the drive velocity

Definition 10.13 The “O-velocity” and “©O-acceleration” vg, Yo : [t1,t2] X Mu@) — R™ are defined by
(Eulerian type definition), at ¢ at ¢p; = O(¢, s ),

. . 00
ve(t,ym) = E
- . 0?0,
Yo (t, ipt) = ﬁ(tys)

(t, %),
(10.40)

(Recall: 29 (¢, i) = limy, o QLB ZOWE) ¢ Aq A))

i [fo=70) 0y

i.e. To(t,§) = (t,§) and Jo(t, §) = 7 (t, §) in Mu(A), for all t € [t1, ] and all F € Mu(A).

Proposition 10.14

Proof. @ (t, Qr,) =2 O(t, 35(Qr,)), for all t and Qg,, gives

%if@%) = %?(’fyﬁs(%))’ ie. (t,@n(t,Qry)) = To(t, Ot G5 (Qry))), (10.42)
i.e. T (t, Goi) = To(t,0:(f)) = To(t, Gpr). Tdem with 2. =
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68 10.8. The velocity-addition formula

10.8 The velocity-addition formula
gives

@al(t, Foy) = O(t, g (t, Foy))- (10.43)
Thus 8 96 s
P, Pow) = - (t s (t, Foy)) + dO(t, Fs (¢, Foy))- 22 (t, Pow) (10.44)
ot ot ot
e (Zae) Oy, (30) = dO (@) e (@) T2 5 (00)

i.e. ﬁAt(fAt) = ﬁDt(fAt) + 6Bt*(fAt)7 where {th = SBB(L PObJ) and :Z:At = QEA(t, PO@) = @t(th); Hence:

’ﬁAt = Up¢ + Upsx | = the velocity-addition formula in Ry, (10.45)

which reads:
absolute velocity = drive velocity

10.46
+ translated relative velocity from B to A. ( )
In other words (relation between the numerical values of the velocities stored by A and B),
- - 7 -
[0 ()] 1 = [Ura (2)] 5 + dO([Opepi] 5)-[0: (pe)] - (10.47)
10.9 Coriolis acceleration, and the acceleration-addition formula
(110.44) gives
0?@a 0?0 00 0B
—(t, Poyj) = —5(t, 4 d—(t, Zpt).—— (t, Poy
o2 ( y Obj) 912 ( 7th)+ ot ( 7th) ot ( ) OZZ])
Fat(Zat) Tpt(Zat)
9(d®O) 2 I¢p 2] e
——(t, & d“04(Zpe). ——(t, Poyj)) . ——(t, Poy;) + dO+(Zpt). ——— (t, Pow; ),
+( ot ( ath)‘f' t(th) ot ( ) Obj)) ot ( ) Oby)"‘ t(l'Bt) o012 ( > Oby)
FBt«(Tat)
(10.48)
ie.
Yat(Zar) = Ve (Tae) + Yo (Zae) + Vs (Ta), (10.49)
where (with © € C?):
Definition 10.15 At ¢, the Coriolis acceleration Y¢; is, at Zay,
Yer(Zar) = 2 dpg (Zar)-Tpes (Tar) + d*O(t, Ty ) (Upe (Tpe ), Ut (Tne)).- (10.50)
And the Coriolis acceleration y¢ at t at Zay is Yo (t, Zar) := Jor (Zar)-
Hence:
”7,415 = Apt + Yot + Ve« | — the acceleration-addition formula in R, (10.51)
which reads:
absolute acceleration = (drive + Coriolis + translated) accelerations. (10.52)
Particular case O; affine (d?0; = 0): At ¢, the Coriolis acceleration J¢; at Za; is
For(Ear) = 2dtpy (Tar) Upra(Far), i€ |For = 2dtDe.Up | (10.53)
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10.10 With an initial time
Let ty,t € R. Consider the Lagrangian associated function @? with the motion ® of Obyj:

Q. —Q
ol _ b - (10.54)
=®(to, Forj) — pe = @ (py,) := ®(t, Foyy)-

And, with Za¢ = Ga(t, Poy) = [OApthA' and Zp; = Gp(t, Poy) = [OBpthB'; define the “matrix motions”
@y : Mu(d) = Mu(A) and G5, : MuB) — Mu[B) by

o [ = . —_— T} N
Gar(Tary) = Tar (= [Oa®(t, Foy)l 5 = [0a® ()] 5 = Pae(Foys)),
—_—
P (Tpte) == e (= [Op2(t, Poy)]| 5 = [0 (p 3h @t (Fors))-
And @t(th) = fAt; i.e. @t(cﬁ'gt(tho)) SDAt(xAtO) with xAtO = @tg (thO) thus

O 0 G, = Bi; © Oty |+ MuB) — Mu(A). (10.56)

In other words, the following diagram commutes:

(10.55)

Tpt, = @B (to, Fory) T = 3, (Tni,) (10.57)

o =to
y Pt
PObj S 0[2] eto CH
9514750

R - ‘PA Sty [ -
Zaty = Galto, Poy) = Ot (Tpry) —— Tar = G, (Tay) = Ou(Tpe).-

Thus, for any vector field @Wpy, in Rp,

dO¢(Tpt) - PR, (Tpe,)-Upy (T5t,) = gy, (Tas,) -dO4, (Tp1y)-Up, (Tp1y) - (10.58)
—_——
(translation at t) (deformation from tp to t)  (deformation from tp to t) (translation at tp)

Exercice 10.16 Redo the above steps with ObjRg instead of Obj.
Answer. Consider the Lagrangian associated function @;OBt with the motion ‘57?3 of ORs:

QI?BtQ =R" — QI?Bt =R"
q:'}t%OBt . { N . } (1059)
Gty = PRy (to, Qry) — @ = i, (410) := Pry (¢, Qry),
then define the “matrix motions” F9, : Mu(A) — Mu(A) and G, : MuB) — Mu®B) by
{ B8, (o) = o (= [Oadry (£ Qe V) 5 = [0, (pi)) 1 = Pt (Qra)), (10:60
75() =% (= [OsPr, (t, Qra )l 5 = [Op®fi,(an)]j5 = 75(Qra)),

Thus s is a time-shift, which is also abusively noted F%, = I (algebraic identity). So with O (i) = ¥p: we get
O:(73: (1)) = @54 (Jpro), With Fpro = Oy (), thus

(0403 = 38,004, | Mul®) = Mu(®) (10.61)

(also abusively written ©; = @'fgt 0 Oy, ). In other words, the following diagram commutes:

U = &5 (Qrg U = @5 (Qrg) (10.62)
o = time shift
<Ps
Qrs € 01277?3 S2
@to
ymo = Gty (Qrs ) = Ot (i) —— T = Fo1(Qry ) = F5, (Tpro) = Ou(s)-
And (10.61)) gives, for any g5 = @'S(QRB) and all vector field 4y (static in Rp), with §pio = O (%),
dOu(gs) . A () us(F) = d3: (ipwo) - dOu (5)-5 (i) - (10.63)
——— —_— —_—— —_——

(translation at t) (time shift from & to t)  (Drive motion from # to t) (translation at &)
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10.11 Drive and Coriolis forces
10.11.1 Fundamental principal: requires a Galilean referential

Second Newton’s law of motion (fundamental principle of dynamics): In a Galilean referential, the sum
of the external forces f on an object is equal to its mass multiplied by its acceleration:

Z externalf = my (in a Galilean referential). (10.64)

Question: And in a Non Galilean referential?

Answer: Then you have to add “observer dependent forces”, i.e. you have to add “apparent forces”
due to the motion of the non Galilean observer. Indeed, the motion of an object in our Universe does
not care about the observer motion (his accelerations and velocities).

See e.g. https://www.youtube.com/watch?v=_36MiCUS1ro for a carousel (a merry-go-round),

See e.g. https://www.youtube.com/watch?v=aeY9tY9vKgs for tornadoes.

10.11.2 Drive + Coriolis forces = the inertial force

Consider f(t,p;) = the sum of the external forces acting on Poy at t at p, = d(t, Foy;).
In a Galilean referential R4, Newton laws ([10.64) means

[ft(Pt)} =m[Ye(pe)] 5, written Far(Zae) = mFae(@ar) | (€ M), (10.65)

with LZ"At = [OApt]‘Aa fAt(fAt) = [‘]F( )] » and ’YAt(wAt) Wt(pt)]‘g With fAt = (_)t(th)a the accelera-
t) =

tion addition formula gives fAt( m(dO:. Y5 (Zpt) + Ypt(Zat) + Yot (Zar)) € Ra, thus, in Rg,

A0, fa(Zar) = mAs(Tst) + mdOy ™  Fpi(Tar) + m dOy ~ Fou (Tar), (10.66)
N—————
Fac*(@pe)=Fpe(Tpt) mAp*(Tpt) myoe* (Tat)

and d@fl.[f;(pt)]‘g = dO, . fay(Zay) =032 [, (pt)]lé —noted £ (Zy,) is the external forces as quanti-
fied by B at t, cf. (10.32)) (with ©; supposed to be affine). And with the pull-back notation, cf. (10.32):

Definition 10.17 For B at ¢ at p;, with Zp; = [OBtpt] in MuB):

e The drive force J%Dt(fgt) = —mAp(Zp) (= —mdO, * Apy(Zay)).
e The Coriolis force foc:(Zpt) = —m e (Fp) (= —mdOy~ Fey(Zay)). (10.67)
e The inertial (or fictitious) force := fap¢(Za¢) + foot(Tst) = —m (Ype* + Ter*) (Tze).-

Then (10.66]) gives the fundamental principle quantified in Rp (non Galilean referential):

Fe(@se) + fope(Tpe) + foce(@e) = mp(Tpe) | (10.68)

i.e., at t,in Rp: The (external + Drive + Coriolis) forces = m times the acceleration.

10.12 Summary for “Sun and Earth”

Tlustation with a simplified (circular) motion of the Earth around the Sun.

10.12.1 Coriolis forces on the Earth

. Referentials.

Relative referential Rg = (Op, (El, Eg, ég)) chosen by the observer B fixed on the Earth, where Og; =
Dr, (t, Qo) is the position of the particle Qp, at the center of the Earth, written Op by B (fixed for B),
and (Byy, Bat, Bs,) is a Euclidean basis (e.g. built with the metre) fixed in the Earth, written (By, Bs, Bs)
by B (fixed for B), with Bj chosen to be along the rotation axis of the Earth and oriented from the south
pole to the north pole; And (-,-)p is the associated Euclidean dot product. So, a fixed particle Qg, in

the Earth at longitude 6o, €] — m, 7] and latitude pq,, € [-7F, 3] is referenced by observer B as the
_ ; cos(fr,, ) cos(qr, ) _ 5
matrix s = @5 (Qrs) = [OpPr, (1, Qrs)] |5 = Bp | sin(fog, ) cos(hgg,) | where Rp = [|OpPr, (1, Qrs)|| 5

siniag, )
is the distance between Qo, and Qg, (e.g. if Qr, is on the surface of the Earth then Rp ~ 6371 km).
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71 10.12. Summary for “Sun and Earth”

Initial Galilean referential Rag = (Oao, (/_fl, /fg, ffg)): Oy is at the center of the Sun and (/fl, ffg, ffg) is
a Euclidean basis (e.g. built with the foot) fixed relative to the stars, such that A3 = uBs with u > 0
(e.g. 4 =0.3048 and A = i ~ 3.28); And (+,-)4 is the associated Euclidean dot product.

Deduced absolute Galilean referential R4 = (Oat, (/Yl, ffg, /I?,)) chosen by observer A, where Oy; = Og;y,
written Oy by A (fixed for A). Since it takes more that 365 days for Qp, to complete a rotation around
the Sun, the motion of Qo, will be considered to be rectilinear at constant velocity “in a short interval of
time” sufficient for the computation of the Coriolis acceleration with “sufficient accuracy” (simplifies the
calculations).

(If A prefers to work with the initial Galilean referential R4, then the absolute matrix motion

—)
(ﬁA(t, POlzj) [OA(I)(t PObJ)]|A has to be replaced by CPA t POlg] OA()OB ; \A (t POZ?})]‘A)
idem for the drive motion gp.)

Drive motion.

The motion t — q = <T>RB (t,Qr,) of a particle Qr, fixed on Earth is stored by A as the drive motion @p
given by (matrix valued), with w the angular velocity of the Earth in Ry,

cos(wt) cos g, YD1 (t)
o (t) = @t Q) = Ra(@ra) | sin(wt) cos e, | = [Oaa®] 5= | yp2(t) | . (10.69)
SIN P, yD3

where R (Qr;) = [|Qo, @rs |l 7 is the distance between Qo, and @, for A (e.g. B4 ~ 20902231 foot if
Qr; is on the surface of the Earth). (And (wt) by replaced by (c+w(t—tp)) to be more general.)

Drive velocity: With @p = UJz‘Tg,

— sin(wt) cos Py, —ya(t) 0 -1 0
W (t, 9p(t) = Up (t) = WwRa | cos(wt) cos pgr, =w| nt) |=w|1 0 0.9t =dpAip(t).
0 0 0O 0 O
(10.70)
Drive acceleration:
yo1(t)
Yo (t, i) = i (1) = &p A g () = &p A U (t,4pe) = @p A (@p Adip(t) = —w? | ypal(t) (10.71)
0
= the usual centrifugal acceleration (in a plane parallel to the equatorial plane, drawing).
Differential of the drive velocity (time and space independent here): (10.70) gives
0 —w 0
d?_]'D(t, :Ith) =dip=|w 0 0] =dpA. (10.72)
0 0 O
Translator.

Here O4; = Opy, thus ©,(0) = 0 (with [0] ="°td § = the null matrix), cf. (10.23).

Calculation of d©,. With ©, affine, d0y.[By] 5 = [Bi], 5. Thus By = AAj (hypothesis) and d©,.[Bs] 5 =
[Bgt]IA‘ give d©;.E5 = AE3 where (E;) is the canonical basis in M,;. Then let Qp; € ObjRs be the
Earth particle which position ¢; = ‘57?5@,@32’) makes Eit = Optqs;- S0, El and .§2 being in the

cos(wt)
equatorial plane, (10.69)) gives d©;.F; = d@t.[Bl]‘g = [Bl]‘g = [OAQtl]VT =\ | sin(wt) |, and dO;.Fy =
0
. . — sin(wt) cos(wt) —sin(wt) 0
det.[BQ]‘B’ = [BQ]M = [OAth]IA’ = X[ cos(wt) |. Thus [d@t]‘ﬁ = A | sin(wt) cos(wt) 0 | = the
0 0 0 1
expected rotation matrix expanded by A (change of unit of measurement).
Calculation of ©, (affine): ©.(%) = Gt(ﬁ) + dOy.is, so, with O4; = Op; here,
Upt := O4(4s) = dOy.Us (10.73)
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Motions of Olyj.

B quantifies the motion ® of Oly, i.e. he stores the relative motion g of Obj, and the relative velocities

and accelerations U; and ¥ (matrices), cf. (10.12)-([10.14).

Translations for A: With Z4: = O¢(Zp:),
Utx(Tat) = dO(Tpt).Upe(¥t) and Vg (Tar) = dO(Tpt) VBt (TB1)- (10.74)

Drive force (apparent force in Rp due to the motion of B):

2 41(t) zp1(t)
> 1. . (@ _ ([0-73)
fopi () = —mdO; ' Api(Tar) = Amw?dO; . | zaa(t) = Amw? | zpa(t) |, (10.75)
0 0
centrifugal force (in a “parallel plane” at latitude of Foy;).
Coriolis acceleration (apparent acceleration due to the motion of B):
Yo (Zar) = 2 dip,.(dO .U (Tpt)) = 2 dOy.dpy. U (Tpt) (10.76)

because d©; commutes with dijp; (composition of “rotations along the same south-north axis” which reads
s

as et s = i3 et = (319 in the equatorial plane).

Coriolis force (apparent force due to the motion of B):

fBCt(th) = —m d®t_1~’70t(fAt) = —2m dﬁthl_jBt(th) = —Qm(ﬁ A ﬁBt(th)‘ (1077)
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73 11.1. “Isometric objectivity” and “Frame Invariance Principle”

11 Objectivities

Goal: To give an objective expression of the laws of mechanics; As Maxwell [13] said: “The formula at

which we arrive must be such that a person of any nation, by substituting for the different symbols the

numerical value of the quantities as measured by his own national units, would arrive at a true result”.
Generic notation: if a function z is given as z(t, ), then z,(z) := z(¢,x), and conversely.

11.1 “Isometric objectivity” and “Frame Invariance Principle”

This manuscript is not intended to describe “isometric objectivity”:

“Isometric objectivity” is the framework in which the “principle of material frame-indifference” (“frame
invariance principle”) is settled, principle which states that “Rigid body motions should not affect the
stress constitutive law of a material”. E.g., Truesdell-Noll [19] p. 41:

« Constitutive equations must be invariant under changes of frame of reference. »
Or Germain [9] :

« AXIOM OF POWER OF INTERNAL FORCES. The virtual power of the "internal forces" acting on a
system S for a given virtual motion is an objective quantity; i.e., it has the same value whatever be the
frame in which the motion is observed. »

NB: Both of these affirmations are limited to “isometric changes of frame” (the same metric for all), as
Truesdell-Noll [I9] page 42-43 explain: The “isometric objectivity” concern one observer who defines his
Euclidean dot product and consider only orthonormal change of bases to validate a constitutive law.

If you want to interpret “isometric objectivity” in the “covariant objectivity” framework, then “isometric
objectivity” corresponds to a dictatorial management: One observer with his Euclidean referential (e.g.
based on the English foot), imposes his unit of length to all other users (isometry hypothesis). (Note:
The metre was not adopted by the scientific community until after 1875.)

Moreover, isometric objectivity leads to despise the difference between covariance and contravariance,
due to the uncontrolled use of the Riesz representation theorem.

Remark 11.1 Marsden and Hughes [12] p. 8 use this isometric framework to begin with. But, pages 22
and 163, they write that a “good modelization” has to be “covariant objective” (observer independent) to
begin with; And they propose a covariant modelization for elasticity at § 3.3. .

11.2 Definition and characterization of the covariant objectivity
11.2.1 Framework of classical mechanics

Framework of classical mechanics to simplify. Consider two observers A and B and their referentials
Ra = (04, (A;)) and Rp = (Op, (B;)). E.g., (4;) and (B;) are Euclidean bases in foot and metre, (-,-)
and (-,-)p is their associated Euclidean dot products. And © is the translator, cf. .

Consider a regular motion ® of an object Obj, p; = &)(t, Poyj) € R™ the position at ¢ of a particle in
our Universe, Q; = ®(t, Obj) the configuration at ¢, and C = Usega,p ({3 x €2¢) the set of configurations.

And %4 = [OApt]‘g € Mu(A) and Zp; = [OBpt]IE; € M([B) are the stored components of p; relative to
the chosen referentials, M;(A) and M,3(B) being the spaces of n * 1 matrices as referred to by A and B.

11.2.2 Covariant objectivity of a scalar function

C =R
Let f be a Eulerian scalar function (e.g., a temperature field). f is
(tvpt) — f(tapt)

quantified by A and B as the functions fa : {

{RXMﬂ(B) —R }

RxMqa@) — R df
(t3a) — falt@ng) = fltp) [ 0 7P

(tath) — fB(ta th) = f(tvpt)
Definition 11.2 f is objective covariant iff, for all referentials R4 and Rp and for all ¢,
fAt(fAt) = ft(¥pt) when T = O4(Tp¢), (11.1)

i.e. fas = fBe+ is the push-forward of fg; by O, cf. .
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74 11.2. Definition and characterization of the covariant objectivity

11.2.3 Covariant objectivity of a vector field
C - R»
Let w : ~ be a Eulerian vector field (e.g., a force field). @ is quan-
(t.pe) — (L, pe)
RxMaA) — Mpu@)

- . ~ . and wp
(t, Zar) — Wa(t, Zar) := [w(f»pt)]g}

tified by A and B as the functions wy : {

RxMuB) — MuB)
(t,Zpt) — wWp(t,Tpe) := [W(t,pe)] 5
components of W(t,p;) in R4 and Rp.

}. So W (t, Zat) and Wg(t, Zp:) are the column matrices of the

Definition 11.3 0 is objective covariant iff, for all referentials R4 and Rp and for all ¢,
wAt(fAt) = d@t(th).’u_)'Bt(th) when fAt = @t(th), (112)
i.e. Way = Wpts is the push-forward of Wg, by ©; cf. (6.20).

Example 11.4 Fundamental counter-example: A Eulerian velocity field is not objective, cf.
because of the drive velocity ¥p # 0 in general. Neither is a Eulerian acceleration field, cf.

(10.45),

| |
Example 11.5 The field of gravitational forces (external forces) is objective covariant. ua

11.2.4 Covariant objectivity of differential forms

C - R
Let o : be a Eulerian differential form (e.g. a measuring device used to get the inter-
(tvpt) — a(tapt)

Rx M) — Ma(A) }

nal power). « is quantified by A and B as the functions a4 : { (t, Za0) (£, a0) = [a(t,po)]
yTAt) — aall, Tag) = |alL,Pt)| 3

RxMuB) — Mu®B)

and ap : - . . So a(t,Za;) and ap(t, ¥p¢) are the row matrices
(t,7t) — ap(t,¥p) = [a(tvpt)}é}
of the components of a(t,p;) in R4 and Rp.
Definition 11.6 « is objective covariant iff, for all referentials R4 and Rp and for all ¢,
aAt(fAt) = aBt(th).d@t(th)71 When fAt = @t(th). (113)

i.e. @a; = aps is the push-forward of ap; by ©, cf. (7.3).

NB: (|11.3) and (11.2) are compatible: If « is an objective vector field and if « is an objective differential
form, then the scalar function «.w is objective:

aAt(fAt)-wAt(fAt) = aBt(th)~wBt(th) (: (a(t7pt)'u_;(tapt))a (11-4)

—

since aAt(fAt)-wAt(fAt) = (OéBt(th)~d@t(th)71)-(d®t(th)-wBt(th)) = aBt(th)-wBt(th)-

11.2.5 Covariant objectivity of tensors

A tensor acts on both vector fields and differential forms, and its objectivity is deduced from the previous §.
So, let T be a (Eulerian) tensor corresponding to a “physical quantity”. The observers A and B
describe T" as being the functions T4 and 1.

Definition 11.7 T is objective covariant iff, for all referentials R4 and Rp and for all ¢,
Tat(Zas) = TBix(Zar) (11.5)

i.e. T's; is the push-forward of Tz, by ©;.
(Recall: TBt*(fAt)(Oél(fAt)a ceey ’(171 (fAt)) = TBt(th)(al*(th), veny u_)'l*(th)))
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Example 11.8 (Non covariant objectivity of a differential dw) Let « be an objective vector field,
seen as Wy by A and @Wp by B; So was(Zar) = 2 dO:(Zp:). Wpt(¥pt) when Zap = O4(Zp:), thus

dibias (Zaz).dO(Tpt) = dO(Tpt).diWp:(Tpt) + (d*O(Zps) Wi (Tpt)), (11.6)

hence

dibip (Zar) = dO(Tpe).dib e (Tpe).dO:(Tp:) ™" + (d*O4(Tpt) Wi (Tpe)).dO (Tpe) (11.7)
Bt

# dO(Zpy).dWp: (Tp;).dO(Zp) ™' when d*0©; # 0.

Thus du is not covariant objective in general. However in classical mechanics for “change of Cartesian
referentials” ©; is affine, so d20; = 0, and in particular di is objective when 7 is. And

(d2?17At (fAt>~d®t (th ) ) d("‘)t (fth) + d'll_)'At (il_"At).dQ(")t (th)

. oL . L ] . L (11.8)
= d@t(IBt).dz’LUBt(IBt) + 2d2@t(th)-det(th) + d3®t(IBt)-wBt(th)~
Thus d* is not covariant objective in general (but if ©; is affine then d? is objective if 1 is). un
11.3 Non objectivity of the velocities
11.3.1 Eulerian velocity ¥: not covariant (and not isometric) objective
Velocity addition formala: With Ups.(Zar) = dO4(Zp:). W(Zp:) when Zay = O4(Zpy), cf. (10.45),
Uat(Tatr) = UBex(Tar) + Upe(Tas) (11.9)

# Upte(Zar) when ¥ps(Zar) # 0,

thus a Eulerian velocity field is not covariant objective (and not isometric objective).

11.3.2 dv¥ is not objective

The velocity addition formula, (ﬁAt — ﬁDt)(-'fAt) = UBt*(fAt) = d@t(fth)-ﬁBt(th) when fAt = @t(.’th),
gives
d(Tar — Tpe) (Bar).dO(Epe) = dOy(Tipe).diipe (Tpr) + d° O (Zpe ). Ut (T3, (11.10)

thus dv is neither covariant objective nor isometric objective because of dip:

dﬁAt(fAt) dUBt* (Z‘At) + dUDt(J?At) + d @t(th) UBt( ) d@t(th) ! 7& dﬁBt* (fAt) in general. (1111)

Remark 11.9 Recall: “Isometric objective” implies
e The use of the same Euclidean metric in Rp and Ry, i.e. (+,-)a = (-, ") B,

e g, (motion of Rp) is a solid body motion, and
e O, is affine (so d?©; = 0 for all t). ’a

Exercice 11.10 Prove, with Q; the (orthonormal) transition matrix from (A4;) to (B;):
5], 5 = Qe-[dT] z.Q; ' + Q'(1).Q; ", written [L] 5= Q.[L] +Q" +Q.Q". (11.12)

(Used in classical mechanics courses, to prove that do isn’t “isometric objective” because of Q.Q7".)

\Pt) = (t Poy), and F{° (p,) = d® (py, ).

Answer. t,t € R, Py = a;(to,POl?j)? bt = %(t,PO@') = @ ( ) (

n wit = 1ves
() And (4.30), with Fo ="otd p g
iy, A

xS
So v(tv(p]t&o(pfo)) = %(tvpto)) thus d’l}(t pt) F;O (t

P, 5 = QOIFO) g, 1. ths [F' O], 5 = @ OFO) 5, 1+ Q. FWg, 1 This [di(t.p) 5 —
(Fl O-Fly 0 = 15 Ola B O = Q@IF®lg, 1 + QOF Ol DFOL! Q0™ =
QRO + QU F Bz, #FOL. QO = Q(1.Q Q)" + Q). d5(t.p)] +Q(t)". And cf {31)-
(3.359)). n

Exercice 11.11 Prove that d?¥ is “isometric objective” when &JRB is a rigid body motion.

Answer. ([11.8) with 4y — ¥p instead of Wa, and Up instead of Wp give, in an “isometric objective” framework,
d® (Tar — Upt) (Zar) (@Bts, Bpie) = dO (Zp:).d> Ut (Zp: ) (Ui, TB). (11.13)

Here d*@p; = 0 (rigid body motion), thus d?#¥ is “isometric objective”. .
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11.3.3 dv + dvT is “isometric objective”
Proposition 11.12 If &, is a rigid body motion then d, + dvl is “isometric objective”
diiny + dit, = (digs + dik,)«. (11.14)

(Isometric framework: The rate of deformation tensor is independent of an added added rigid motion.)

Proof. Q.Q" = I gives @.QT + (C.Q.QT)T = 0, then apply (11.12). u

Exercice 11.13 Prove that 2 = M is not isometric objective.

2 2 2

. _ 4 ﬁ diig,—dis, dipi.—dig dips —dip AT —dTh .
Answer. (11.11) gives difi, = di'h,, + dip,, thus ”AtQ YAr — 9UBts—dUpr. | dDt_ Ay VBt DUpie oyep if
= . . . dvp, —di) o . . s
Pr, is a solid body motion (then 2Dt = GA is a rotation time a dilation). ua

11.3.4 Lagrangian velocities

The Lagrangian velocities do not define a vector field, cf. § Thus asking about the objectivity of
Lagrangian velocities is meaningless.

11.4 The Lie derivatives are covariant objective

Framework of § In particular we have the velocity-addition formula #4; = 5., + Up; in Ra where

ﬁBt* (fAt) = d@t(th).ﬁBt(th) and th = et(fAt); cf. 10.45.
The objectivity under concern is the covariant objectivity (no inner dot product or basis required).
The Lie derivatives are also called “objective rates” because they are covariant objectives. Easy proofs.

11.4.1 Scalar functions

Proposition 11.14 If f be a covariant objective function, cf. (11.1|), then its Lie derivative Lzf is
covariant objective:

,CﬁA fA = 9*(,6173 fB), ie. CﬁA fA(t,fAt) = ,CgB fB (t,.’th) When fAt = Gt(th), (].].].5)

ie., BIA(t, Bay) = BB (¢, Epr), Le. (B + dfata)(t, Ear) = (%2 + dfp.Tis) (¢, ).

Proof. Consider the motion t — p(t) = ®(tPoy;) of a particle Foy;, and Za(t) = [Oap(t ;]‘g and Zp(t) =
[Osp(1)] 5. With f objective, gives f5(t, (1)) = falt, Ot F3 (1)) (= falt, (1)), thus

D - 0 - R 09, - S
DIa 1 1)) = 202 (1, 20(00) + dan(a )20, (1) + 04 (1)) e (35 (1))
Upt(Zat) Upts (Zar) (11]‘6)
d . N = o D "
= %(ta Tar) + dfar(Tar) - Vae(Tar) = Dif;(t,xAt)v
thanks to velocity addiction formula s = U + Upe. Ly

11.4.2 Vector fields

Proposition 11.15 Let @ be a covariant objective vector field, cf. (11.2). Then its Lie derivative LzwW
is covariant objective:

Lz Wa = 0,(Ly0p), (11.17)
i.e., when fAt = Gt(th);
L Wa(t, Zar) = dO(Zpt). Lo Wp(t, Tpt), (11.18)
ie.,
D L. . . Dw IR o
( Dt“‘ — diy i) (t, Fay) = dO(t, Zpe).( DtB — diigig)(t, Tpy), (11.19)
ie.,
OWa oL L. . . owp Lo L .
(W + dWg.Up — dUs.Wa)(t, Zar) = dO(t, th).(W + diip.vg — dUg.Wg)(t, ). (11.20)

But the partial, convected, material, and Lie autonomous derivatives are not covariant objective (not
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even isometric objective because of the drive velocity tp): We have

d@t (det ’UBt) (dz(")t.wBt).gBt)(th), ].].2].)

(dias.(Uar—pe) ) (Za
11.22)

( (ngbUBt) =+ d26t (173,5, 173,5)) (th), 1123)

) = (
(d(Tar—Tpr)-Bar) (Tar) = (dO;.(dUs Tpt) + (d°O4.Tpe ) Tpt) (Tpe),
(d(Uiar—pe)-(Uar—Upe) ) (Zar) =

~ o~ o~ o~

E(’UAt Tpt) _’A (SUA ) Gt(.’I]Bt) ‘Cﬂ‘Btht(th) 1124)
o . L L . ow .
T;‘(t,%) + LY By (Tar) = d@t(th).a—tB(t,th), (11.25)
Dwy . WL . . D, o e o .
Di (t, Za¢) — dipy.Way (%ay) = d@t-(th).iDt (t, Zpt) + d“O¢(Upt, Wpt) (Tpt), (11.26)
O(Ua—7 . L . L . 01 .
% (1, Ta0) + £, (2—Tp) (6, Fae) = (T 2 (1, T, (11.27)
Proof. e lBAt(@t(th)) = d@t(th).’LﬁBt(th) giVGS
d’u_}'At(fAt).d@t(th) = dQ@t(th)-wBt(th) + d@t(.’th).de(th), (11.28)

thus, with dO:(Zp:). U5 (Zst) = (Uar—Upt)(Zar) = Upex(ar) (velocity-addition formula),
diia (Far)-(Uar—tpe) (Tar) = (d*Ou(Tpe). Ut (Tpe)) - Wpi (Tpe) + dO (Tt ).diwpe (Tpt ). Ut (Tpe),

hence . In particular dias(Za¢)-Uas(Faz) # dO¢(Zpt).(dips (Zpt)-Use (Tp¢)) (the vector field dii.v is
not obJectlve)

o (Tar—0p¢)(04(Tpy)) = dO(Tpy) . Upi (Tpe) gives
d(Tae—Tpe) (Tar)-dO (Tpe) = d* O (Tpe). Ut (Tpe) + dO(Te) . diipe (Tpe),
so, applied to Wp; (resp. Up:), we get (11.22) (resp. ) Hence .
o If %y = O4(Zp), then Wa(t,O(t, 7)) = dO(t, Zp).Wp(t, ¥p), so, with %(t,fB) = Uot(Zaz), we get

o 00 . N
g’t“ (t, Zas) + dbag (Tae)-Tor(Tag) = d s (t, Tg) B (Tn) + d@t(xB).%(t, )

ot
L T L, Oup,, |
= (dVoi(Za1).dO(TR)) Wr(ZTp) + d@t(xB).W(t@B),
Thus (|11.25)) since vg = vp; Then (11.21f) gives (11.26)).

L] ’UB* (t, @(t, fB)) = d@(t, fB)-gB (t, fB) gives

0By, o L 0de . . . . L. 0Ug,
o (0Za0) + dip(Ta) To (1, Far) = —5 > (635)  pu(Tp) + dO(t, Tp).— > (1, T,
——

dUe+(Zat).dO¢(Tr)

since 228 (¢, 73) = d(22)(t, i) and L2 (t, Zp) = Ve (t, Tar) = Ue,(O+(Zp)); hence (11.27).

11.4.3 Tensors

Proposition 11.16 It T is a covariant objective tensor, then its Lie derivatives are covariant objectives:

L5,Ta = 0,(LsTs). (11.29)

Proof. Corollary of (11.15) and (11.18) to get Lz(a.w) = (Lza). W + a.(LzwW); Then use Lz(t; ® to) =
(Lat1) @ta +t1 @ (Lyta). on
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11.5 Taylor expansions and ubiquity gift

11.5.1 First order Taylor expansion and ubiquity issue

Let @ : RxR™ — R™ be regular and p(t) = ® (¢, p,, ). With f(t) = @(t, p(t)), f(t) = fto)+(t—to) f'(to)+
o(t—1ty) (first order Taylor expansion), we get

(1, (1)) = (l0, D) +h o 1, py) + olt—1o). (11.30)

Issue: The left hand side w(Z, p(t)) lives in 7,,(92;) while the right hand side (calculation) w(to,ps,) +
h 25 (4, py, ) lives in 15, (24,). Thus (11.30) is meaningless: To be meaningful, the @(t, p(t)) term should

first be pull-backed by ®2(p;,) to be compared with @(ty, py,) (or the 1@ (ty, py,) term should first be push-
forwarded by ®(p;) to be compared with (¢, p;)). E.g., in a non-planar manifold (e.g. in a surface
in R3), @(t,p:) and @(ty, p,) don’t belong to the same vector space (the “tangent spaces” T,,(;) and
1, (€, ) are different in general).

Ok with Lie: The Lie derivative uses the pull-back:

Ealﬁ(to,pto) d(I)io (pto)l'u_jl(tta_pt(;)) — ’Lﬁ(to,p&)) + 0(1) (1131)

is an equation in 7, (€24,). We have obtained the first order Taylor expansion in 7;, (€,): With h = t—tq:

(@P* W(to,pr,) =) AP (py,) " b(t, p(t)) = W(to, py,) + h Lsb(to, pr,) + o(h). (11.32)

Or with push-forwards, we have obtained the first order Taylor expansion in T, (£2;):

w(t,p(t)) = dP (py,).(@(to, py) + b Ly (to, piy) + o(h))
= dO (py,)-W(to, piy) + h d® (i, )- Ly (to, piy) + o(h) (11.33)
= (®L2@)(t, p(t)) + h BE, (L) (t, p(t)) + o(h).
Proposition 11.17 In R", with the gift of ubiquity, (11.33)) gives (of course).

Interpretation: Because ubiquity gifts don’t exist, (11.30) is meaningless while (11.33) is meaningful;
Which tells that “The Lie derivative is the meaningful derivative in physical sciences”.

. 18) Dw
Proof. With d® (ty+h, p,) 22 T+ hdi(ty, py,) + o(h) and L@ E= 71;’ 473, (11.33) gives
w(t,p(t)) = ¢ (py,) . (@W(to,py) + h Lyw(to,py,))  +o(h)
(I +hdiio.py) +o(h)) (@ + h(BE — d5.))(to, piy) + o()
D
= (F+ h(ﬁ — dTF) + hdTD)(t,p(t)) + o(h),
which is " . un

11.5.2 Second order Taylor expansion

Jto—e, to+e] — R~ . . .
. Th is C?, and =
b s ) = () } us fis C?, and f(t) = f(to) +

hf'(to) + %f (to) + o(h?) where h = t—ty (second order Taylor expansion). Thus, near (fy, py, ),

In R", with @ € C2 let f : {

D@ h? D*w 9
= _ v 11.34
Wit p(t) = (G +h 7= + o 57 ) (o, plto)) + o(h%). (11.34)
Once again there is a ubiquity issue. Without any ubiquity gifts, we would like to have “the second order
Taylor expansion in T, (€)™

D% (L, p(t)) = (W + hLawd + h;zig(ﬁgw)) (to, pi,) + o(h?), (11.35)

e, d (py, ) Lai(t, p(t)) = (0 + hLyii + 2L

(L)) (to, pry) + o(h?) (pull-back),
Le. W(t, p(t)) = B, (@ + h Lad + & Li(Lyd)) (¢,

p(t)) + o(h?) (push-forward).
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79 11.5. Taylor expansions and ubiquity gift

Proposition 11.18 In R"™, with the gift of ubiquity, (11.35) gives (11.34).

Proof. 1) gives F;ff’o( ) = Iy, + hdi(ty, py) + % d7(to, p1,) + o(h?). Thus, omitting the reference to
(to, py,) to lighten the writing, (11.35) gives
to - L = 2
A (py, )(’LU + hLzw + 7&3&7@0 + o(h ))
(11.36)

(1+nas +h a(2%) 4 o). (i + higii + h;@ﬁanro(hQ))

Dt>

The h° term is I.%W0 = . The h term is L0 + d0.70 = %. The h? term is the sum of

1 . 1. D% D& D7) .

. §£r£6w = §(D7t2 — 2d0. E ~ Y + dv.dv.aw), cf.(9.42),
Dw Dw
5L — dE  di.diE 9

o dU.LzwW = dU D dv.dvas = (2d “Dr dv.dv.av),

1 D# L D7)

Sd(Z) = d7.d7 £.

2d( t) w 2( i w4 v.ap), cf.(2-36),

D2w [

which indeed gives L

Dt
11.5.3 Higher order Taylor expansion
Exercice 11.19 More generally. @ € C", and (L3)™) = Lz o ...o Ly (n-times). For all n € N*, prove

(Taylor expansion)

(t— to)

@t p(t)) = dO (py).(@ + (t—10) Lot + ... + 2 LIVB) (b9, i) + 0 (t—t0)"), (11.37)

e, F{(pi) "1 (t p(t)) = (Sheo S (L) V@) (to, pi) + 0 (t—t0)") i1 Ty, (Sh,)-

Answer. (Proof similar to one of the classical proof of Taylor’s theorem.) Let H9(t,p(t)) = H{°(p(t)) :=
F{°(py,)~" when p(t) = ®"(t,p,). With

Fo(®) = (HOD)(0p(0)) — @+ (t-10) Lo+ .+ 0 2000) 1, ), (11.39)

we have to prove: fu.(t) = o((t—t)") (which means Ve > 0, 3h > 0, Vt € [to—h, to+h], || fan ()]s < €).
Recurrence hypothesis: With n € N*, for all @ € C" | ||fa,n(t)||lg = o((t—t)").
This is true for n=1, cf. (11.32)). Suppose it is true for n.
Let @ € C™!. With 282 — _H 47, cf. (4.46), we get

- Dw - t n
Fomer! () = (1 s + HO 2D p) — (04 Lo+ o+ O L0005 1,y
Dt “ to) nl (11.39)
= (H".Lo@)(t,p(t)) = (Lo + .. + L3.L5) ) (to, i) = Fegin (-
And the mean value theorem tells 1419 _ftg”lnﬂ(m)”" < SUD. (10— tg 1] I Fzmst (P)|los And Fig st (to) =T33

0, thus % < SUD, ity —hto+h] |[fzpa.n(T)]lg- And, Lz& € C™, hence the recurrence hypothesis tells:

1 zgn(®)lly = o((t—to)"). Thus Pzt @lie — o((—to)", thus || Fni1 (1)l = of(t—t0)"+".
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Part V

“Studying Mathematics I had hoped to penetrate the essence of truth...
... But all I was learning was cheap calculating tricks.”

Bertrand Russell (beginning of the 20th century)

Isn’t this still too often the case in continuum mechanics? (“Studying Continuum Mechanics I had
hoped to penetrate the essence of truth... But all I was learning was cheap calculating tricks.”)

In fact, it is mainly due to the lack of basic definitions:

What is a motion? A Eulerian variable? A Lagrangian variable?

Why domain and codomain of a function are rarely mentioned (hence errors and misunderstandings)?
What is a “canonical”, a “Cartesian”, a “Euclidean” basis?

What is a transposed (of what)?

What is pseudo-vector versus a vector?

What are covariant and contravariant vectors?

Why a linear function cannot be identified with a vector?

What is the difference between a differential and a gradient?

Why a endomorphism E — E cannot be identified with a bilinear form E x E — R?

What is isometric objectivity versus covariant objectivity?

What is the definition of Einstein’s convention?

What is a tensor?

Why the infinitesimal tensor ¢ is not a tensor?

What is the Lie derivative? And why is it “The natural derivative in continuum mechanics™

What is a distribution?

What does % mean (derivation relative to components)?

How can elastic material that is not hyper-elastic avoid the dependence on the motion (and be satisfied
with the dependence on the gradient of the motion)?

(“This is the big advantage of not giving definitions: It allows you to say anything... and be sure that
you don’t understand what you are talking about.”)

Appendix

In this appendix, we give standard simple definitions and results useful in mechanics, often scattered in the
existing literature, and sometimes difficult to find. Hence no ambiguity is possible, and we avoid notations
which are of no use and add to confusion (some notations can be nightmarish when not understood, or
misused, or made for calculus tricks, or come like a bull in a china-shop).

All the definitions apply to electromagnetism, chemistry, quantum mechanics, general relativity... and
continuum mechanics (solids, fluids, thermodynamics...): Mathematics apply to everyone.

A Classical and duality notations

A.1 Contravariant vector and basis
A.1.1 Contravariant and covariant vectors

Let (E,+,.) ="°%d E he a real vector space (= a linear space on the field R).
Definition A.1 An element ¥ € E is called a vector, or a “contravariant vector”.

A vector is a vector... So why is it also called a “contravariant vector”?
Historical answer: Because of the change of basis formula [Z]j,c., = P[] 014, see (A.30).

So, what is a covariant vector?

Answer: It is a linear form on FE, i.e. an element ¢ € L(E;R) “the space of linear forms
on £”. And a £ € E* is called a covariant vector because of the change of basis formula [¢]},,e., = [€]jo14-P,
see (A.30). Recall: A linear form is a measuring tool that gives values to vectors.

:noted E* =
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81 A.2. Representation of a vector relative to a basis

A.1.2 Basis

Recall (definitions):

e n vectors €, ...,€, € E are linearly independent iff for all A,..., A, € R the equality Y  \;&; = 0
implies \; = 0 for all i = 1,...,n. (So n vectors €1, ..., &, € E are linearly dependent iff it exists i € [1, n]y
and Aq, ..., \i_1, )\i+17 L An ERst € = Zj;éi )\Jé})

e n vectors €y, ...,6, € E span F iff, for all # € E, 3\, ..., A, € R such that &= > \;é;.

e A basisin F is a set {€}, ..., €, } C E made of n linearly independent vectors which span E, in which
case the dimension of E is n.

A.1.3 Canonical basis

Consider the usual field R and the Cartesian product R x ... x R, n times. The canonical basis is

—

A; =(1,0,...,0), ..., A, = (0,...,0,1), (A1)
with 0 the addition identity element used n—1 times, and 1 the multiplication identity element used once.

Remark A.2 Consider the 3-D geometric space “we live in”, and the associated vector space R3 of “bi-
point vectors”. There is no canonical basis in R3: What would the identity element 1 mean? 1 metre?
1 foot? And there is no “intrinsic” preferred direction to define €.

Fortunately R3 is isomorphic to the mathematical Cartesian product R x R x R. But such an isomor-
phism is not “canonical” (or intrinsic to ]R_'?’); For example an isomorphism 7 : R3 - R x R x R is defined

after the choice of a basis (€1, 1, é3) by some observer (English, French...) by J(é;) = A;. ua

A.1.4 Cartesian basis

(René Descartes 1596-1650.) Let n = 1,2,3, let R™ be the usual affine space (space of points), and let

Rn = (R_;", +,.) be the usual real vector space of bipoint vectors.
Let p € R™, and let (€;(p)) be a basis at p (see e.g. the polar coordinate system, example .
A Cartesian basis in R is a basis independent of p (the same at all p), and then (&(p)) ="°%d (&,).
A Euclidean basis is a particular Cartesian basis described in § [B.1]

A.2 Representation of a vector relative to a basis

There are to equivalent notation systems:

e the classical notation (non ambiguous), e.g. used by Arnold [3] and Germain [§], and

e the duality notation (can be ambiguous because of misuses), e.g. used by Marsden and Hughes [12].
Both classical and duality notation are equally good, but if you have any doubt, use the classical notations.

Definition A.3 Let ¥ € F and let (&;) be a basis in E. The components of Z relative to the basis (€;)
(= in the basis (€;)) are the n real numbers x, ..., z,, (classical notation) also named z',...,z" (duality
notation) such that

F=x1€1 + ... + xp€n = .T151 + ...+ 2", le. [:I?hg = = s (AQ)

clas. dual Ty z

[7]|¢ being the column matrix representing # relative to the basis (€;). (Of course x; = z* for all i.) And
the column matrix [7] ¢ is simply named [7] if one chosen basis is imposed to all. With the sum sign:

T = imé} = ixié} (= iay’} = ixaé’a). (A.3)
i=1

=1 J=1 a=1
—_— =
clas. dual

The index in a summation is a dummy index; And with the Einstein’s convention (which uses the duality

notation) the sum sign Y can be omitted: & = Y 7_ aie; ="0%d pie; = 2'E; = 2'é; = 2°€, (this

omission was motivated by the difficulty of printing Z?:l in the early 20th century).
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82 A.3. Dual basis

Example A.4 In R_é, let ¥ = 31 + 4é5 = 2321 Ti€; = 2?21 x'€;, so x1=2'=3 and zo=x2=4. And

. ) =1if i=yg
[©]z = 3[e1]je + 4[é2]je = 25:1 zi[€)je = Zle 2'[€i]je. In particular, with ¢} = &;; := { J}

= 0if i#£j
(Kronecker),
1 0
S - . . 0 . :
€ = Zéijei = Zé;-ei, Le. [Be=] .|, [Ealle= O , (A.4)
i=1 i=1 ‘
—_—— — 0 1
clas. dual

that is, the components of €; are d;; with classical notations, and (5;» with duality notations. The basis
([€]e) is called the canonical basis of M,y the vector space of n * 1 column matrices trivially isomorphic

—

the canonical basis (A;) of the theoretical Cartesian space R X ... X R (n-times). oa

Remark A.5 The column matrix [7]z is also called a “column vector” (it is a vector in M).

NB: A “column vector” is not a “bi-point vector of our geometric space”, but just a matrix (a collection
of real numbers) relative to the choice of a basis. See the change of basis formula where the same
vector is represented by two “column vectors” (two column matrices). un

A.3 Dual basis

General usual notations: If F and F are vector spaces then (F(E; F),+,.) ="°%d F(FE; F) is the usual
real vector space of functions with the internal addition (f, g) — f+g¢ defined by (f+g)(z) := f(x)+g(x)
and the external multiplication (A, f) — A.f defined by (A.f)(z) := A(f(x)), for all f,g € F(E;F),x € E,
A eR. And \.f ="oted \f for all f € F(E; F) and A € R.

A.3.1 Linear forms = “Covariant vectors”

Definition A.6 F being a real vector space, the set E* := L(F;R) of linear real valued functions is
called the dual of E:
E* := L(E;R) = the dual of E. (A.5)

An element ¢ € E* is called a linear form. A linear form ¢ in E* is also called a “covariant vector”.

NB: Co-variant refers to:

1- The action £(%) of a function ¢ on a vector @, called a co-variant calculation (and so ¢ € E* is a
measuring tool for vectors), and

2- The change of coordinate formula [(],,c. = [€]|014-P, see (covariant formula).

Property: E* is a vector space, sub-space of F(FE;R) (trivial).

Notation: If ¢ € E* then
vie B, (@) "% 0. (A.6)
The dot in .7 in is “the distributivity dot” since linearity £(% + \0) = £(@) + M\(¥) = distributivity
(T + M0) = L0+ M\.T.
Also written £(@) =" (¢, @) g  where (.,.) g~  is the duality bracket.
NB: The dot in £.@ is not an inner dot product (since ¢ ¢ E while @ € E).

Remark A.7 More precisely, E* as defined in (A.5) is the algebraic dual of E. If E is infinite dimen-
sional, then we may need to define a norm ||.||g for which E is a Banach space. E.g. E = L?(Q) and
fI72(0) = Jo F(£)? d2 In that case E* is the name given to the set of continuous linear forms on E,

called the topological dual of E: It is essential in continuum mechanics for £ = L?(1Q).
(If F is finite dimensional then all norms are equivalent and a linear form is continuous.) un

Remark A.8 E* being a vector space, an element ¢ € E* is indeed a vector. But E* has no existence
if E has not been specified first! And ¢ € E* can’t be confused with a vector @ € FE since there is no
natural canonical isomorphism between E and E* (no “intrinsic representation”), see § So if you
want to represent a £ € E* by a vector then you need a tool which is observer dependent; E.g. you need
some inner dot product (observer dependent) if you apply the Riesz-representation theorem, or you need
to specify a basis (observer dependent) to represent ¢ with its matrix of components (in the dual basis). o

Remark A.9 (continuing.) Misner—Thorne-Wheeler [14], box 2.1, insist: “Without it [the distinction
between covariance and contravariance, one cannot know whether a vector is meant or the very different
object that is a linear form.” .
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89 A.3. Dual basis

A.3.2 Covariant dual basis (= the functions that give components of a vector)

Notation: If @y, ..., @) are vectors in E, then Vect{dy, ..., U} is the vector space spanned by w1, ..., @-
Let E be a finite dimensional vector space, and let (€;);=1, ., be a basis in F

)

Definition A.10 Let i € [1,n]y. The scalar projection on Vect{€;} parallel to Vect{é, ..., €;_1,€it1, ..., En}
is the linear form named 7,; € E* with the classical notation, named e* € E* with the duality notation,
defined by, for all 1, 7,

(A7)

clas. not. : Wei(é'j) = 5”', i.e. Wei.gj = 51’]’,
dual not. : €‘(&;) = 5;-7 ie. e.¢ = 5;
(The dual basis (7.;) is intrinsic to the (€;): The same for an English and a French observer...)

Thus, 7.; = e’ being linear, if # =¢1% 31 z,¢; =dual S~ 47 (classical or duality notations), then

_, clas. i —»dual
T X = &7 g (A.8)

is the i-th component of a vector & relative to the basis (€;), see figure

Figure A.1: Parallel projections: 7.1(%) = 21 and 7.2 (¥) = z2 (dual not.: e!(Z) = 2! and €2(7) = z?).

NB: Fundamental: There can’t be any intrinsic (objective) notion of orthogonality in E because
orthogonality depends on the choice of an inner dot product (subjective). And 7.;.7 is not an inner
product because 7.; = €' € E* and ¥ € F do not belong to a same vector space.

Proposition A.11 and definition . (m¢;)i=1,.. n = (¢%)i=1_ ., is a basis in E*, called the (covariant)
dual basis of the basis (€;). Thus dim E* = n. And for all £ € E* the reals {; := (.€; are the components
of ¢ in the basis dual basis:

¢ d%s' Z&T"ei du:aI Zﬂiei when {; = (.é;. (A9)

i=1 i=1

Proof. If Z?:lAiﬂ-ei = 0, then 0 = (Z?:lAiﬂei)(gj) = Z?:lAiﬁei(gj) = Z?Il)\iéij = )\j for all j, thus
(Tei)i=1,...,n is a family of n independent vectors in E*. Then let £ € E* and m = ) _,({.€;)mc;. Thus
m € E* (since E* is a vector space), and m(€;) = > . (£.€;)(7ei-.€;) = >, (L.€;)0;; = L.€;, for all j, thus
m = {, thus £ = ), (£.€;)me;, thus Vect{(me;)i=1,....n} span E*; Thus (me;)i—1,..., is a basis in E*; Thus
dim E* = n. (Use duality notations if you prefer.) un

Example A.12 The size of a child is represented on a wall by a bipoint vector @. An English observer
chooses the foot as unit of length, represented by a vertical bipoint vector which he names @. And then
defines the linear form 7, : Vect{@} — R by m,.d = 1. Thus 7, is a measuring instrument, and @ = s,d
where s, = m,.1 is the size of the child in foot. un

Exercice A.13 Let (a;) and (b;) be bases and let (m,;) and (m;) be the dual bases. Let A # 0. Prove:

- 1 ) .
If, Vi=1,..,n, b = A\d,;, then, Vi=1,..,n, T = 3 Tai (i.e. b' = fa'). (A.10)
Answer. ﬂ—bi.gj =0ij = Tqs.05 = Wai.% = %ﬂ'ai.gj for all j (since mq; is linear). n
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84 A.3. Dual basis

A.3.3 Example: aeronautical units

International aeronautical units: Horizontal length = nautical mile (NM), altitude = English foot (ft).

Example A.14 O = the position of the control tower, and a plane p is located thanks to the bipoint
vector & = Op. A traffic controller chooses € = the vector of length 1 NM oriented South (first runway),
& = the vector of length 1 NM oriented Southwest (second runway), €5 = the vertical vector of length
1 ft: His referential is R = (O, (€1, €2,€3)). The dual basis is (me1, Te2, me3) defined by me,(€;) = d;; for
all 7, 7, cf. . He writes & = Z L xi€; € R” so that x1 = 7.1 (&) = the distance to the south in NM,
2o = Te2(Z) = the distance to the southwest in NM, x3 = m.3(Z) = the altitude in ft.

Here the basis (€;) is not a Euclidean basis. This non Euclidean basis (&;) is however vital if you fly:
A Euclidean basis is not essential to life... See next remark [AT5] oa

Remark A.15 The metre is the international unit for NASA that launched the Mars Climate Orbiter
probe... But for the Mars Climate Orbiter landing procedure, NASA asked Lockheed Martin (who uses
the foot) to do the computation. Result? The probe burned in the Martian atmosphere because of A ~ 3
times too high a speed during the landing procedure: One metre is A ~ 3 times one foot, and someone
forgot it... Although NASA and Lockheed Martin used a Euclidean dot product... But not the same (one
based on a metre, and one based on the foot). Objectivity and covariance can be useful! .

A.3.4 Matrix representation of a linear form

Let £ € E*. Let (€;) be a basis. With the components ¢; of ¢, cf. (A.9),
i, = (61 o L) "2 (row matrix) (A.11)

is called the matrix of ¢ relative to (¢;). Thus, if Z € E and & =¢18s- 3" g8, =dual ™ g, then
03 = (3 lime)- (3051 25€5) = 300 1 liwyTei-€5 = 3o, 51 6iwj0i5 = 301 biwy = [, .[7])e, sO

0.3 = [}, .[7] clas Zﬁl Zdual Zg i noted el (A.12)

with the usual matrix computation rule: A 1 n matrix times a n * 1 matrix.
In particular for the dual basis (m¢;) = (€*) (classical and duality notations),

; oted ;
[Fejlir. = [le =0 . 0 1 0 ... 0)"E" [mej]ie = [¢],
jth position

(= row matrix [é'j]‘g). (A.13)

Remark A.16 Relative to a basis, a vector is represented by a column matrix, cf. , and a linear
form by a row matrix, cf. . This enables:
e The use of matrix calculation to compute £.Z = [{]z.[Z]z, cf. , not to be confused with an
inner dot product calculation & « i := (Z,¥/)g = (7] z-[9] . -[¢4]|= relative to an inner dot product (-,-) in E.
e Not to confuse the “nature of objects™ Relative to a basis, a (contravariant) vector is a mathematical
object represented by a column matrix, while a linear form (covariant vector) is a mathematical object
represented by a row matrix. Cf. remark .

A.3.5 Example: Thermodynamic

Consider the Cartesian space R2 = {(T, P) € R x R} = {(temperature,pressure)}. There is no mean-
ingful inner dot product in this R2: What would v72+P? mean (Pythagoras: Can you add Kelvin
degrees and pressure (kg.m~!-s72)? Thus, in thermodynamics, a (covariant) dual bases is fundamental
for calculations. .

E. 8 Consider the basis (El—(l 0), Eo= (0,1)) in R? (after a choice of temperature and pressure units);
Let X c RQ X: TEl + PE2 —=noted (T P), and let (7TE1,7TE2) = (EI,EQ) :n0ted (dT, dP) be the
(covariant) dual basis. The first principle of thermodynamics tells that the density « of internal energy
is an exact differential form: 3U € Cl(R?Z;R) s.t. « = dU. So, at any X = (Ty, Py), the linear form
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a(Xo) = a1(Xo) dT + az(Xo) dT € (R?)* is given by oy = 2 and ay = ¥

AU (%o) = 5 (o) dT + S (Ko dP so [dU(Xo)] = (§

%

U(Xo) %Y(X,)) (row matrix). (A.14)

And we have the first order Taylor expansion in the vicinity of Xy = (To, Po),

U(Xo +0X) = U(Xo) + dU(X).0X + 0(6X)
U (A.15)

0 ou
U(To, P()) + 0T — oT (To, Po) + O0P— oT (To, P()) + O((5T, 5P))

Matrix computation: Column matrices for vectors, row matrices for linear forms:

Ele= (o). Ble= (7). Wle=(p). 00e=(3p). @)

[E'p=1dT]z=(1 0), [Fz=[aPlz=(0 1), [dU]z=(37 3p) (A.17)
give
dU(Xo).0X = (2¥(X,) gg(x‘o)).(gf,) gg(Xo)éT—&-gg(Xo)éP. (A.18)

This is a “covariant calculation” (in particular no inner dot product has been used).

A.4 Einstein convention
A.4.1 Definition

When you work with components (after a choice of a basis), the goal is to visually differentiate a linear
form from a vector (to visually differentiate covariance from contravariance).
Framework: a finite dimension vector space E, dim E' = n, and duality notations.

Einstein Convention:

1. A basis in F (contravariant) is written with bottom indices: E.g., (€;) is a basis in E.
2. A vector ¥ € E (contravariant) has its components relative to (€;) (quantification) written with top
1
x
indices: Z = ) ,x'¢;, and is represented by the column matrix [#]jz = [ : |. (Classical notations:
xn

Z=Y 0 2,6, and column matrix of z;.)
. The (covariant) dual basis of (&;) (in E* = L(E;R)) is written with top indices: E.g., (e!) € E*" is the
dual basis of the basis (€;). (Classical notations: (me;).)

. A linear form ¢ € E* (covariant) has its components relative to (e %) (quantification) written with bottom
indices: £ =" /;e', and its matrix representation is the row matrix [{]jz = ({1 ... £y).

. Optional: You can use “the repeated index convention”, i.e. omit the sum sign > when there are repeated
indices at a different position. E.g. """ | 2€; —noted yig. S liet —noted p i S Lé; =noted yigz %€,
> =196y =noted g7y ... In fact, before computers and word processors, printing > | was not
an easy task. But with IXTEX it’s no longer a problem: In this manuscript the sum sign ) is not omitted
(and some confusions are avoided).

Remark A.17 Einstein’s convention is not mandatory. E.g. Arnold doesn’t use it when he doesn’t
need it, or when it makes reading difficult, or when it induces misunderstandings. In classical mechanics,
Einstein’s convention may induce more confusion than understandings, and may be misused... So it is
better not to use it. Golden rule: Use classical notations when in doubt (instead of writing errors...). oa

A.4.2 Do not mistake yourself

1. Einstein’s convention is just meant not to confuse a linear function with a vector.

2. It only deals with quantification relative to a basis.

3. Classical notations are as good as duality notations, even if you are told that classical notations cannot

detect obvious errors in component manipulations... But duality notations can be easily (and often)
misused in classical mechanics (cf. the paradigmatic example of the vectorial dual basis treated at §[F.7))
and only add confusion to the confusion.
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. The convention does not admit shortcuts; E.g. with a metric: g(@,7) = Z?jzlgijuivj shows the observer
dependence on a choice of a basis thanks to the g;;; And even if g;; = d;; you cannot write g(u, V) =
> i j—1u'v?: You have to write g(d,v) = 27, giju'v’: Unmissable in physics because you need to see
the metric and bases in use.

. Golden rule: Return to classical notations if in doubt. (Einstein’s convention can add confusions, un-

truths, misinterpretations, absurdities, misuses...)

A.5 Matrix and transposed matrix

The definitions can be found in any elementary books, e.g., Strang [18]. Recall:
e Product: If M = [M;;]i=1....m is an m * n matrix and M = [M;;]i=1...» is an n * p matrix then its
= g=1,"p

j=1 n
product is the m * p matrix M.N = [(M.N);; = >, M Ny; ]

.....

YYYYY (MT)Z'j = Mﬂ (Alg)
1 3
2 4
e M is symmetric iff MT = M (requires m=n). And M,,, will be the space of m * n matrix
o (M.N)T = [324 Mg Nii] o =[x (NT )i (M) = NT.MT.

o M € M,, is invertible iff IN € M,,, s.t. M.N = I, and then N =roted py-1,

(swapping rows and columns). E.g., M = (; Z) gives M1 = ( ), and (M7T)19=M3z =3.

P =
J

Exercice A.18 Prove: If M is an n xn invertible matrix then M7 is invertible and (M7)~! = (M—1)T
( =noted A=T): And if M is symmetric, then M~ is symmetric.

Answer. M.M™' = I gives (M~ 1)T.M7 = I" = I, thus M7 is invertible and (M7)~! = (M~HT. Thus if
M= MT then M~' = (M~1)T. oa
A.6 Change of basis formulas

E is a finite dimension vector space, dim E = n, (€pq,;) and (€pew,;) are two bases in E, (mq,) and
(Tnew,i) are the associated dual bases in E*, written (e!,;) and (el,,,) with duality notations.

A.6.1 Change of basis endomorphism and transition matrix

Definition A.19 The change of basis endomorphism P € L(E; E) from (€s14,;) t0 (Enew,:) is the endo-
morphism (= the linear map E — E) defined by, for all j € [1,n]y,

’P-gold,j = gnew,j ‘ (A'20)

Definition A.20 The transition matrix from (€q,;) t0 (€new,:) is the matrix P := [P] :das'[Pij] —dual [P)]

of the endomorphism P relative to the basis (€q,;), i.e. defined by, for all j,

l€o1d

n n
. . las. ~  dual -
(Cocw.j =) P-Cotaj = ZPU Cotdi = ZPZj €old,i» (A.21)
=1 =1
i.e.
Py PY
([Enewvj]|€old =) P'[€01dvj]‘€old = = = the j-th column of ['Phgold (A.22)
P, P"j

Apart from the classical and duality notations, you may find other “component type” notations:

n n (P (Py)!
€new,j = Z(Pj)i €old,i = Z(Pj)l €old,is 1-€  [Enew,jliz,,y = : = : ; (A.23)
=t =t (Pj)n (F)"
ie. P = P'; = (P;); = (P;)" are four notations for the i-th component of P.€q,;-
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87 A.6. Change of basis formulas

A.6.2 Inverse of the transition matrix

The inverse endomorphism Q := P~! € L(E; E), cf. (A.20), is given by, for all j € [1,n]y,

eo]d,] Q.¢, €new,j (: P_l'gnew,j)a (A24)
i.e. Qis change of basis endomorphism from (€pew,i) t0 (€o1a,i)- And Q := [Q]|zpe,, = [Qi;] is the transition
matrix from (€pew,i) t0 (Epid,i):
n Quj
€old,j = ZQijgneW,i7 [€old,j]|Enew = : : (A.25)

i.e. Q is change of basis endomorphism from (€peyw,i) t0 (Eoid,i)-
Use other notation if you prefer: Q;; = (Q,); = Q%; = (Q;)°

Proposition A.21

Q=r" (A.26)

Proof. é'11ew,j = P-gold,] Zz 1 eo]dz Zl 1 (Zk 1kaenew k) = Zzzl(zﬂ:1QkiPij)€new,k =

> i1 (Q-P)kj€new, for all j, thus (Q P)yj = 0y for all J, k. Hence Q.P =1, i.e. (A.26). a
[Plie,;q = [Plia

. [€new P’
Exercice A.22 Prove , L.e.
[Qlienew = Q1,1 = @

P~€new,j = Zijl-ZDijgnew,i (: ZZj:lpijgneW,i = ZZj:l(Pj)ignew,i)a (A 27)

Q.Cotd,j = i j=1Qij€oldi (= 207 j21Q"j€otdi = 2o j—1 (@) Cold,i)- .
Answer. 7 = [Z—LJ] = [P]|€11ew means P-énew,j = ZZ Zijénew,i, i.e. é'new,j = Q( ?leijéHEW,i) =
> i1 Zij Qeenew,i = 271 Zij (341 Qui€new,k) = Doj_y (321, QriZij)enew, ks = D231 (Q-Z)kjCnew, for all j, thus
(Q.2)k;j = Ok; for all 5, k, thus Q.Z = I, thus Z = P. Idem for Q, thus (A.27). .

Remark A.23 PT # P~!in general. E.g., (Eola,i) = (@;) is a foot-built Euclidean basis, and (Epew,:) =
(I_);) is a metre-built Euclidean basis, and 5 = \d; for all i (the basis are “aligned”), so P = \I; Thus

=X and P! = 11 # P since A = 53555 # 1. Thus it is essential not to confuse P” and P~ (not
to confuse covariance w1th contravarlance) cf. e.g. the Mars Climate Orbiter probe crash (remark-

A.6.3 Change of dual basis

Proposition A.24 (7,ey,i) and (Teq,;) being the dual bases of (€new,;) and (€p1q;), for all i € [1,n]y,

las. u i dual n i
Tnew,i & ZQijﬂ-oldﬂ‘ = €new £ ZQ jez)ld’ (AQS)
Jj=1 j=1
and
[Wne“’7i]‘€old = (Qzl an ) = [ HeW]‘eold (Q 1 Qin) (the Z—th Irow Of Q) (A29)

Proof. 7Tne'w,i(gold,k) —{A29 7Tnew,i(2j ijénew,j) = Zj ij Tnew z(gnew,]) Z Q]k 51] = Qix, and
Zj Qijﬁold,j(gold,k) = Zj Qijajk = Qika true for all ia ka thus Tnew,i Z sz; ie. ]

A.6.4 Change of coordinate system for vectors and linear forms

Proposition A.25 Let ¥ € E and ¢ € E*. Then

o [jcnew = P .[7 #]jz,,y (contravariance formula for vectors: between column matrices), (4.30)
* [Uicnew = Wie, 1y P (covariance formula for linear forms: between row matrices). .
And the scalar value (.7 is computed indifferently with one or the other basis (objective result):
CE = [z, [Fie,q = [icnew-[Fjenew- (A.31)
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Proof. Let ¥ = Zj $]6old7g = Z yzgnewz We have T = Ej xjé’oldtj = Zj mj(Z?:lQijé}ww,i) =
> QijTjCnew,is thus y; = -, Qij; for all 7, thus

And ¢ = Zj M Trew,; = i LiTold,i —- Z 4 P”wnew j givesmj =Y. ¢; P;; for all j, thus 2.
(Use duality notations if you prefer.)

Thus [€]|€new'[f]|€new = ([ﬂ|€01d'P)'(P71'[fh€old) = [E}lgold'[f]‘goltl’ hence A31 .
Notation: 1} and ¥ = Zj T;j€old,j = Y_;Yi€new,i Give yl = Z;L 1Qijz;, which means: y; is the
function defined by y;(x1,...,z,) = ZJ 1Qijxj, thus Q5 = (xl, ,Zy); Similarly with P,;; Which is
written 9 9

Yi T
= = d P;=—. A.32
QZ] axj ’ an J ayj ( )

(Use duality notations if you prefer, e.g. Q"; = %')

A.7 Bidual basis (and contravariance)

Definition A.26 The dual of E* is E** := (E*)* = L(E*;R) and is named the bidual of E.
E** is also called the space of contravariant vectors — the space of directional derivatives.

Definition A.27 Let (€;) be a basis in F, let (m,;) be its dual basis (basis in E*). The dual basis (9;)
of (me;) is called the bidual basis of (€&;). (Duahty notations: (7.;) = (e*).)
(The notation 0; refers to the derivation in the direction €;: 9;(df (%)) = df (¥).€; 6—f , see §.

Thus, the linear form 9; € E** = L(E*;R) are characterized by, for all j,

Oimej =0ij (=7ej&), so L= lime iff £;=0; (=L&). (A.33)
i=1
Indeed, 81(6) = Bi(zyzlﬁjwej) = Z?Zlﬁjai(wej) = Z?:1£j5ij = 1&, (Duahty notation: 8Zej = (Sg = e]é}
and £ = Y"1 l;e')
E — E** = L(E*;R)
i — J(@), where J(u).l:=/(1d, Yl E*
see (T.9), we can identify @ and J (@) (observer independent identification), thus §; = J(&;) ="°ted ¢,
(A.33]

and (A.33) reads (usual notation in differential geometry) €;.m; = d;; and ¢; = €&;..

Remark: With the natural canonical isomorphism 7 : {

A.8 Bilinear forms
A.8.1 Definition
Let E and F be vector spaces.

ExF —R "
(#@,F) — B(a,®) satisfying:

Bty + Aiia, W) = B(ty, W) + A3 (s, W) and B(u, Wy + M) = B(u, W +)\,8 (u, ws) for all @, iy, s € E,
W, w, Wy € F, A € R.

e L(E, F;R) is the set of bilinear forms E x F' — R.

o If (¢,m) € E* x F*, then the bilinear form ¢ ® m € L(E, F;; R) defined by

(£ © m)(@, @) = L@)m(F) (= (£.3)(m.F)) (A.34)

for all (4, w) € E x F, is called an elementary bilinear form.

Definition A.28 e A bilinear form is a function (-, ) :

A.8.2 The transposed of a bilinear form (objective)

(Warning: Not to be confused with the subjective definition of a transposed of a linear map which requires
inner dot products to be defined, see e.g. (A.53).)

Definition A.29 If 3 € L(E, F;R) then its transposed is the bilinear form 87 € L(F, E;R) defined by,
for all (W, %) € F x E,

(This definition is observer independent: Same definition for all observers, in particular no basis or inner
dot product is required to define 37.)
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A.8.3 Inner dot products, and metrics

Definition A.30 Here F' = E (no choice), and § € L(E, E;R).
e (3 is semi-positive, iff for all @ € FE,

B(u, @) > (A.36)
A is definite positive, iff for all @ # 0 we have B( @) >
e (3 is symmetric iff 37 = 3, i.e., for all @, 7 € E,
B(it, 7) = B(7, ). (A.37)

Definition A.31 e An “inner dot product” (or “scalar inner dot product”, or “inner scalar product”, or
“inner product”) in a vector space F is a bilinear form g ="°%d g(..) € £(E, E;R) which is symmetric
and definite positive. And then (for inner dot products)

g(,) " (0, M L e g(@, @) = (@, @), " iy, @, Vi, d € E. (A.38)

e A “semi-inner dot product” is a symmetric and semi-positive bilinear form.

Definition A.32 Let (-,-), be an inner dot product.
e Two vectors @, W € E are (-, -)g-orthogonal iff (@, @), = 0.
e The associated norm with (-, ), is the function ||.||; : E — R, defined by, for all @ € E,

llillg = 1/ (4, ). (A.39)

(To prove that it is a norm, use the Cauchy—Schwarz inequality (A.40).) It is called a semi-norm iff (-, -),
is a symmetric and semi-positive bilinear form

Proposition A.33 (Cauchy-Schwarz inequality.) (-,-), being an inner dot product in E,

Va, @€ B, (@ @),] < [l |1, (4.40)
And |(4, W) 4| = ||t||4||W||g iff & and W are parallel.
Proof. Let p(\) = [|[d+Ad||2 = (G40, G+AD)4, 50 p(A) = aA? 4+ b + ¢ where a = |[][2, b = 2(d, @),
and ¢ = ||d@]|2. With p(X) > 0 (since(-, ), is positive), we get b*> — 4ac > 0, thus (A.40); And d p(A) =0 iff
u—l—)\w = 0 I.l

Definition A.34 (Metric.) With R™ our usual affine geometric space, n = 1, 2 or 3, and R” = the usual
associated vector space made of bipoint vectors. Let £ C R™ be open in R™. A metric in Q is a C*
Q — L(R?,R*;R)
function g :
noted
p =9 = g
Particular Case: When the g, is independent of p (often the case in continuum mechanics), a metric
is simply called a inner dot product (e.g. a Euclidean metric is called a Euclidean dot product).
(In a differentiable manifold €2, a metric is a C*° (3) tensor g s.t. g(p) is an inner dot product at each
p € Q. A Riemannian metric is a metric s.t. g(p) is a Euclidean dot product at each p € €.)

} such that g, is an inner dot product in R™ at each p e Q.

A.8.4 Quantification: Matrice [5;;] and tensorial representation

dim E = n, dim F = m, 8 € L(E, F;R), (&) is a basis in E which dual basis is (74;), (b;) is a basis in F
which dual basis is (7). (With duality notations, (74;) = (a*) and (m;) = (b%).)

Definition A.35 The components of 8 € L(E, F;R) relative to the bases (@;) and (b;) are the nm reals

Bij = B(@i,b;), and [B] ;5= [Bi] =1 (A.41)

is the matrix of 3 relative to the bases (a@;) and (b;), simply written [Bi;] if the bases are implicit.
And if F = E and (b;) = (@) then [8] ;5 _noted 18]ja-
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Proposition A.36 A bilinear form € L(FE, F;R) is known as soon as the nm scalars f3;; = B(d'i,gj)
are known:

B = ZZﬁijﬂm‘ ®my;, and (U, 7) = [ﬁ]|dT-[5]\a7g-[’lB]\g (A.42)
i=1j=1
for all (i,w) € E x F, written B(i@,w) = [4]T.[].[w] if the bases are implicit.

In particular a basis in L(E, F;R) is made of the nm functions mq; @ mj, and dim L(E, F';R) = nm.
(Duality notations: 3= 3" >3 | Bija’ @b and B(d, @) = 37— Biju'w’.)

Proof. 8 being bilinear, @ = Y.  u;d; and & = E?lejl_)} give B(u, W) = Ezjzluiwjﬂ(di, I;J) =
> jmuiBiyw; = ([@)a)".[8]

And (74 ® ;) (dk, gg) —[@39 (Wai.dk)(wbj.l_)'g) = 0;10;¢ (all the elements of the matrix [m,; ® mp;]
are zero except the element at the intersection of row ¢ and column j which is equal to 1).

Thus szzlﬁij(wai(@mj)(d, W) = EZj:]ﬁijuiwj = B(u, V), for all @, w, thus 8 := szzlﬁij(ﬂ'ai@ﬂ'bj),
thus the 7,; ® m; span L(E, F;R). And Zij Aij(Tai @ mp;) = 0 implies 0 = ( i Xij(Tai @ ;) (T gg) =
Zij Xij (Tai @7p5) (G, gg) = Zij Aijdikdje = Age = 0 for all &, £; Thus the 74; ® mp; are independent. Thus
(Tai @ mp;) is a basis in L(E, F;R) and dim(L(E, F';R)) = nm. oa

2 [u‘)’}lg. Thus if the ;; are known then S is known.

|@,b

Example A.37 dimE = dim F = 2. [6]\5,5 = <(1) §> means 5(51,51) = B11 =1, B(d’l,gg) = B2 = 2,

5(52751) = P21 =0, 5(52,52) = P22 = 3. And (15 = [&'1}@.[5]‘515.[52]@ =(1 0). <(1) g) . (?) =2. un

Exercice A.38 Let 8 € L(E, E;R), let (@;) and (b;) be two bases in A, and let A € R*. Prove:
if, Vi€ [l,nly, b=\, then [B];=\[8]a (A.43)

(A change of unit, e.g. from foot to metre, has a “big” influence on the matrix.)
Answer. b; = \d; give B(bi,b;) = B(Adi, Ad;) = A\*B(@:, ;) (bilinearity), thus [5] 5 = A*[8]a. L

Exercice A.39 Prove
(87152 = ([Bla5)",  written [87] = [5]". (A.44)

)

Answer. Let[ﬂ]d 5= [ﬂ”} i=1,...,n and [ﬂTL-;a = [’yij] i=1,..., m . We have Yij = ﬂT(gi,c_ij) = 5(53751) = Bji; qed. .
’ j=1,...,m ’ j=1,...,n

=1,..., =1,...,

A.9 Linear maps
A.9.1 Definition

Let E and F be vector spaces.

Definition A.40 e A function L : E — F is linear iff L(@; + Mie) = L(t1) + AL(u2) for all @y, € F
and all A € R (distributivity type relation). And (distributivity notation):

L(@) "2 La, so L(d@y + Miz) = L.(@1 + M) = L@l + AL.@s. (A.45)

NB: This dot notation L. is a linearity notation (distributivity type notation); It is an “outer” dot product
between a (linear) function and a vector; It is not an “inner” dot product since L and @ don’t belong to
a same space. It is not a matrix product since no basis has been introduced yet (no quantification has
been done yet).

e L(E;F) is the set of linear maps E — F' (vector space, subspace of (F(E;F),+,.)).

e If FF = E then a linear map L € L(E; E) is called an endomorphism in F.

e If FF =R then a linear map E — R is called a linear form, and E* := L(E;R) is the dual of E.

Vocabulary: Let L;(F; E) be the space of linear invertible linear maps. If E is a finite dimension vector
space, dim E = n, then, in algebra, the set (L;(E; E),0) of linear maps equipped with the composition
rule is named GL,(F) = “the linear group” (it is indeed a group, easy check). In particular the “linear
group” of n * n invertible matrices is GL,,(M,), i.e. L;(M,; M,) with the matrix product rule.
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91 A.9. Linear maps

Exercice A.41 (Math exercise.) E = (E,||.||g) and F = (F,||.||r) are Banach spaces, and L;.(E; F)
is the space of invertible linear continuous maps E' — F with its usual norm [|L|| = supy z, =1 [|L-Z]|p.

Li.(E;F) — Li.(E; F)
Let 7 :

[ } Prove dZ(L).M = —L Yo Mo L= for all M € L;.(E; F).
%

Answer. Consider limp_0 w = limp—o0 W (="0ted GZ(L).M if the limit exists). With
N = L7 M we have L + hM = L(I 4+ hN), and (I + hN) is invertible as soon as ||[AN]|| < 1, i.e. h <

T = m, its inverse being I — hN + h*N — ... (Neumann series); Thus I + hN = I — hN + o(h), and
1 -1 7-1 -1 -1 -1 (L+hM)~t—L—1
L+ hM = {U+hAN)"".L7" = (I —-hN +o0(h)).L™" = L™ — hN.L™" 4+ o(h). Thus ~——~—"— =
R
L’lth4L7hl+D(h)*L71 — _N.L} + 0(1) —h0 _N.L-L =

A.9.2 Quantification: Matrices [L;;] = [LY}]
dim E = n, diim F = m, L € L(E;F), (@;) is a basis in E which dual basis is (74;), (b;) is a basis in F
which dual basis is (m;). (With duality notations, (74;) = (a*) and (m;) = (b%).)

Definition A.42 The components of a linear map L € L£(E; F) relative to the bases (&@;) and (b;) are
the nm reals named L;; (classical notation) = L'; (duality notation), which are the components of the

vectors L.d; relative to the basis (b;). That is:

m
clas. not. : LEI:J = ZLijgia Llj Llj
i= . - las. . dual .
- ,de L@l o [T |- (A.46)
dual not. L.d; =Y _L';b;, Lm; L,
And 1 dual
[L]\a,z? Cgs'[Lij] 3::117 ........ ™ ua [LZ]-] 1]::11 ........ m (A47)

is the matrix of L relative to the bases (@;) and (b;) (so [L.dj]; is the j-th column of [L]; 7).
Particular case: If E = F (so L is an endomorphism) and if (b;) = (a@;) then [L)a,a —noted [L)a

Example A.43 n=m = 2. [Lha,a = ((1) g) means L.@; = by and L.ds = 2b; + 3bo (column reading).
Here L11:1, L12:2, L21:0, L22:3 (duahty notations: L11:1, L12:2, L21:0, L22:3). uh

Let L € L(E;F). Forall i € E, @l = 2?21Ujaj = Z?zlujd’j, we get, thanks to linearity,

L. 2 ZZLM” b, %! ZZL@M@, ie. [[Lil] ;= [L]5[d)a) (A.48)

i=1j=1 i=1j5=1

Shortened notation: [L.%] = [L].[@] when the bases are implicit.

Proposition A.44 A linear map L € L(E;F) is known as soon as the n vectors L.dy, ..., L.d, are
known. And, fori,¢{ =1,...,n and j = 1,...,m, the linear maps L;; € L(E; F) defined by L;;.d; = jggi
(all the elements of the matrix [ﬁi]‘]ld7“ vanish except the element at the intersection of row i and column j
which is equal to 1), constitute a basis € L(E; F). So, dlm(E(E; F)) =nm.

(Duality notations: L;; =" £, and £;7.3, = §1b;.)

Proof. i € E'and @ = ) u;d; give L. = ; u;L.G;, since L is linear. Thus L is known iff the n vectors
L.d; are known for all j = 1,...,n; And L.@ = 3, Lixb; together with z” LijLij.Gx = Y, Lijojub; =

Lib;, for all k, thus L = ij LijLij, thus the £ span £(E; F). And S NijLi; = 0 implies,
Z ]~ J J=)

for all £, 0 = Zi:12j:1>\u£w-at’ = Zl 12] 1)\,35346 = 52" Aighi, thus /\ 0= O for all ¢ and ¢. Thus
the L;; are independent. Thus (L;;) i=1....» 1s a basis in L(E; F). ia
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92 A.10. A transposed endomorphism: depends on a chosen inner dot product

Exercice A.45 If L € L(FE; E) (endomorphism), if (@;) is a basis in E, prove:

it AeR* and b, =\d; Vi€ [L,n]y, then [L];=[L]z, (A.49)

i.e., a change of unit has no influence on the matrix of an endomorphism. Check with the change of basis
formulas. NB: To compare with ([A.43): Covariance and contravariance should not be confused.

Answer. Let L.@; = Y., Lai;di and Lb; = S\ Lyijbi. Then " Lyijbi = L.b; = L.(A\d;) = A\L.@; =
A1 Laij@i = A0y Laig 5 = 321 Laigbi, thus Luij = Laij.

Change of basis formula: [L]; = P~1]L)|5.P with P = I here. un
A.9.3 Trace of an endomorphism

Let E be a vector space, dimE =n. Let @ € E and ¢ € E* and call Lz, € L(E; E) the endomorphism,
called an elementary endomorphism, defined by

Lol = 0(0.7) = (0.)d. (A.50)

Definition A.46 The trace of the endomorphism L ¢ is the real

Tr(Lg,e) = LA (A.51)
. : L(E;E) - R
And the trace operator is the linear map Tr : defined on elementary endomor-
L — Tr(L)

phisms Ly by (A.51).

Proposition A.47 Let L € L(E; E). The real Tr(L) is objective (is intrinsic to L), i.e. is independent
of any basis in E. And (quantification) if (€;) is a basis and L.¢; =Y., L;;€; for all j, then

i.e., Tr(L) is the trace of the matrix [L]|z. (Duality notations L.¢; = Y7 | L';& and Tr(L) = 1" | L%;.)

Proof. Tr(Lg,) := (.00 is a real that can be considered by any observer, and which value is the same for
all observers, cf. (A.31)): It is objective.

Let L € L(E; E). Let (@;) be a basis and (m4;) be its (covariant) dual ba51s and L.a; = ), L;;a;,
ie. [Lljz = [Li]. And we have (3, LikLa, xop)-Gj = Y ip LikLa, mon-Gj (A50 S~ Lig@i(Tar-G;) =
D oik LindiOr; = Y, Lijd;, thus L = Zzy LijL, r,; (sum of elementary endomorphlsms) thus, Tr belng

linear Tr(L) = >, Lij TrLa; x,; = >4 Lijdi = >2; Lis = Tr([L]jz), thus n
Exercice A.48 Check with the change of basis formula that Tr(L) is an invariant.

Answer. (@;) and (b;) are two bases, P = [P;;] is the transition matrix from (a@;) to (b;), Q = P~ %, Lz =
[(La)is), (L5 = [(Ly)i). We have [L]; =E25) =L [L)z P, e, (L)ij = Y Qi (La)kePr, thus 35, (L) =
Doine Qik(La)kePei = 31 (PQ)er(La)ke = Y10 0ok (La)re = D1 (La)kk, qed. ]
A.10 A transposed endomorphism: depends on a chosen inner dot product

Not to be confused with the transposed of a matrix, cf. (A.19). And not to be confused with the
transposed of a bilinear form which is observer independent, cf. (A.35); In particular, a transposed of a
linear map is observer dependent (depends on the choice of an inner dot product).

A.10.1 Definition (requires an inner dot product: Not objective)

Let E be a finite dimensional vector space equipped with an inner dot product g(-,-) = (-, ).

Definition A.49 The transpose of an endomorphism L € L(E; E) relative to (-, ), is the endomorphism
L] € L(E; E) defined by

(It depends on (-,-)4, see (A.56).) If (-, ), is an imposed Euclidean dot product (isometric framework)

VI,jEE, (Lyg,@),=(§ L3, ie (Ly.J)4T=7y(LT). (A.53)
f
then LT =noted 1T ‘thus (LT.5j, %), =

(g, L. x)ga L.e. (LTZT) o &=y (L)
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93 A.10. A transposed endomorphism: depends on a chosen inner dot product

Exercice A.50 The existence and uniqueness of LZ is e.g. proved with a basis in £ when E is finite
dimensional, see next § [A.10.2] Prove: If (E,(-,-),) is an infinite dimensional Hilbert space and if
L e L(E; E) is continuous, then LT exists, is unique, and is continuous (apply the Riesz representation
theorem [F.1)).

Answer. Let § € E, thenlet £y, : T € E — {5,(Z) := (¥, L.Z)4 € R. £, is linear (trivial since L is linear and (-, )4
is bilinear) and continuous: [¢7,.| < [|7lls|| L.y < IFlo/IZ] 17]ls gives |17, |1z+ < LI Iglly < oo. Let iy, € E
be the (-,-)4-Riesz representatlon of gy € E*: So £ygy. & = (Eyg, %)y for all & and ||£yg||g = ||€gg||E=. Then define
LI geE— LTy = gy € E; So (LT( y),T)g = (Zyg,x)g = Lyy.% = (§, L.T)4, thus L} is linear (since (-,-)4 is
bilinear) and continuous: ||L{ 4|, = Héngg = ||€yg||E* < |IL|| ||§lg gives [|ILL|| < [|L||c(m:m) < oo Unlqueness
if M also satisfies (M, .4, %)y = (, L.%¥)y then (M] .§, %)y = (L} .4, %)y, for all Z,7, thus M, = L. e

A.10.2 Quantification with bases
(€3) is a basis in E, [g]jz = [9:;] = 9(€i, €;), [L]jz = [Li;] and [L]jz = [(L])i;] (classical notation):

n

Lo, . . ted ted
L.e; = ZLijei7 L& = Z(Lg)ijv ie. [Lle=[Lij) "E° (L), [L])je= (L)) "= (LY.

i=1
(A.54)
(A.53) gives [Z], L9l [ e = [L. } [9]e-[7] e for all &, ¢, thus
[9)je-[Lg e = [L]iz-9)je; Zgzk ki = ZLM Gkjs (A.55)
S0 .
[Lg)ie = (9] [Lljz-lglie b ie. (Lg)ij = ([9)™Y)inLenges- (A.56)
ke t=1
If and only if (&) is (-,-)g-orthonormal then [g] = [d;;] and (L{)i; = Ly
Duality notations: L.€; = > 7" | L';é;, L].¢; = Y1 (LY);, [L]je = [L%], [LT]je = [(L])7;], and
> gL = ZLkigkj, ie. (L35 =Y (gl L’k ge5- (A.57)
k=1 k=1 ke t=1

Remark A.51 The last equation (A.57))s is also written

_ _ ted [ ;i
LT = 3 0" Lgy when (gle)™ = [g] ™t " ). (A.58)
k=1
Don’t be fooled by the notation g%, defined by [¢"/] := [g;;]~! (it is also the short notation for (g*)%,
see (F.32)). Use classical notations to avoid misuses and misinterpretations. ua

Exercice A.52 In R2, let (€1,é>) be a basis. Let L € E(I@Q;I@Q) be defined by [L]jz = ((1) (1)> Find
two inner dot products (-,-), and (-,-), in R2 such that LY # L} (a transposed endomorphism is not
unique, is not intrinsic to L, since it depends on a choice of an inner dot product by an observer).

Answer. Calculations with (A.55)):

Choose (-,-)y given by [glje = ((1) (1)) = [I). Thus [LT)je = [I].[L],e-[1] = (? 0> So LT = L.
Choose (-, "), given by [h]z = ((1) g) Thus [Ly]je = [A] " [L]je-[h]je = (2 2) So LT # L.
2
Thus L} # LY, eg., &= L}.&1 # L} .é1 = 1é. o
Exercice A.53 Prove: If L is invertible then L] is invertible, and (L)~ = (L=')T (written L, 7).

Answer. Suppose: 37 € E, § # 0, s.t. LT.§7 = 0. L being invertible, 37 € E s.t. L.Z = ¢, with Z # 0 since § # 0
and L is linear; And L].j = 0 gives LT L.# =0, thus (L} .L.#,%)y = 0, thus ||L.7||2 = 0, thus L.& = 0, thus
Z = 0 since L is linear bijective; Absurd. Thus Ker(Lg) = {0}, thus LT is invertible since it is an endomorphism.
And (LT (L™NYT.2, ), 22 (LY .2, L)y B2 (@ (LY. L)y = (T, ) = (LY (LT) "7, §),, true ¥, §, thus
LI =nF =L (L™, thus (L7)7 = (LY) ™" since L} is invertible. oa
Exercice A.54 Special case of proportional inner dot products (-,-), and (-,-)p: IA > 0 s.t. (+,+)q =
A2(+,)p. Prove: LT = LT: Two proportional inner dot products give the same transposed endomorphism.

Answer. (L{.7,2Z), = (7, L.2)s = N2 (7, L.Z)a = N(LT .4, &) = (LT .4, ), for all &, ¢, so LT = LT. un
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94 A.10. A transposed endomorphism: depends on a chosen inner dot product

A.10.3 Dangerous tensorial notations for endomorphisms

Recall: The transposed 37 of a bilinear form 3 is objective, cf. : We don’t need any tool like an
inner dot product to define 7. Not to be confused with: The transposed Lg —noted 1T of 4 linear map L
is subjective: It depends on a choice of an inner dot products (-,-), by an observer.

E.g., a bilinear form 8 € L(E, E;R) satisfies [37] = [8]7. A linear endomorphism L € L(E;E)

satisfies [LT] = [g]~".[L]7 [g] # [L]” in general (e.g. take [L] = ( © L0

~ 1 (1) and[g]:<o 2>)'

Hence it is dangerous to represent an endomorphism in a basis with its “bilinear tensorial repre-
sentation” when dealing with the transposed: L € L(E; E) is naturally canonically represented by the
bilinear form g, € L(E*, E;R), and thus (5)7 € L(E, E*;R):

L.(Yj = ZLij@’i gives BL = Z Lij@’i & aj, thus (BL>T Z Ljiai ® Eij. (A59)
i=1

ij=1 ij=1

Similarly, LZ € L(F;E) is represented by the bilinear form Br) € L(E*, E;R):

Ly.d; = (Ly)'ja: gives Bry =Y (Lg)'d; @a’; Thus | Bpr) # ()" (A.60)
i=1 i,j=1

because: 1- @; ® a’ # a' ® @;, and
2- (B)7T is independent of any inner dot product, while L;‘JF depends on a chosen inner dot product,
see (A.56): (Lg)'; = 2% o= ([0~ )inL s gej, while (87)i; = Bji.
o in continuum mechanics it is strongly advised not to use the tensorial notation for linear maps
when dealing with transposed.
(In fact ()T € L(E*, E;R) is the tensorial representation of the adjoint L* € L(E*;E*) of L:
Brwy = (Bu)", see ~)

A.10.4 Symmetric endomorphism (depends on a (-,-),)
Definition A.55 An endomorphism L € L(E;E) is (-, -)y-symmetric iff L] = L:

L (-,-)g-symmetric <= L] =L <= (L& {),= (% Ly), VZijekE. (A.61)

Remark A.56 The symmetric character of an endomorphism L is not intrinsic to the endomorphism:
It depends on (-,-),; See exercise where L is (-, -),-symmetric while it is not (,-),-symmetric. o

A.10.5 The general flat > notation for an endomorphism (depends on a (-,-),)

Definition A.57 Let (-,-), be an inner dot product in a vector space E, and let L € L(E;E). The
bilinear form LZ € L(E, E;R) which is (-, -)4-associated to the endomorphism L € L(E; E) is defined by,
for all u,w € E,

L) (@,%) := (i, L), (A.62)

(The bilinearity of LZ is trivialLZ.) (The bilinear form LZ is continuous as soon as L is: |LZ(12’, )| <
Ngll 1L |17]] < (gl [|L1]) |@]] ||D]].) We have thus defined the (-, -),-dependent operator:

_— :{E(E;E) — L(E, E;R) (A.63)

L — Jy(L) =L,

If (+,-)4 is imposed, then LZ —noted b
So, with the natural canonical isomorphism £(F; E) ~ L(E*, E;R), the function ()E7 : L(E*,E;R) —
L(E, E;R) exchanges contravariance with covariance (because of (-,-)4).
Quantification: Let (&;) be a basis in E, and [g]\z = [9i;], [L]|z = [L;] and [Lz]‘g = [(LZ)ij]:
g=> giye®@e, L&j=>Y L& Ly=Y (L))e 6. (A.64)
ij=1 i=1 ij=1

Then (A.66) gives (or see next exercise)

(L] = [g)-[L] | (A.65)
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Exercice A.58 Prove (A.65) with components.

Answer. (A.62) gives (Lg)i; = Ly (&, &) = (&, L.€;)g = (&5, Y L*;&k)g = Y _ L* g = ([g).[L])i;-
k k

Exercice A.59 With the natural canonical isomorphism L € L(E;E) ~ T;, € L(E*, E;R) given by
T (£, W) = £.L.A, prove:

LeL(E;E)~L(E*",E;R) — LZ =91, € L(E,E;R) ~ L(E*; E). (A.66)
(A change of variance, here from the G) tensor 17, ~ L to the (g) tensor LZ, is necessarily observer de-
pendent: There is no natural canonical isomorphism between a vector space E and its dual E*, see §)
Answer. With a basis (€;) in E and its dual basis (¢’) in E*, if L.¢; = >, L*;é; then T, = 2 i L& ®e’, thus
with g =37, gije' ® el we get g.Tr, = Z”k giL*;€ ® el And L)) (&, &) =E5) (€, L.€)g = > L¥j(Ei,k)g =
Zk ijgik, thus ng = Zijk gikijgi Qe = g.1r. .

A.11 A transposed of a linear map: depends on chosen inner dot products

This paragraph is needed to define the transposed of a deformation gradient.

A.11.1 Definition (depends on inner dot products)

(E,(-,-)g) and (F, (-,-)n) are Hilbert spaces, and L € L(E; F) (continuous if £ and F' are infinite dimen-
sional). Eg., E =Ry, F =Ry, L = do%(P) € £(&};R}) = the deformation gradient, cf. (1.1), (), is
the foot built Euclidean dot product chosen by the observer who made the measurements at t, (-, ) is
the metre built Euclidean dot product chosen by the observer who makes the measurements at t.

Definition A.60 The transposed of L € L(E;F) relative to (-,-)q and (-,-);, is the linear map Lgh €
L(F; E) defined by, for all (Z,9) € E x F,

(Lgn-§.8)g = (. L.2)n, (A.67)

where we used the dot notation L7, (/) ="°*d LT, i since LT, is linear. This defines the map

3

O _{[,(E;F) — L(F;E)
SHE

L — (@)=L}, (4.68)

NB: So a linear map has an infinite number of transposed (it depends on inner dot products).
Notation: If (-,-), and (-,-), are imposed then LT, =noted [T

g
And if F=F and (-,-), = (-,")g then Lgh = L], see §
A.11.2 Quantification with bases

Let (@i)iz1,....n and (b;)i=1.....m be bases in E and F\ let [g];a = [g:] = [9(ds, @;)], [h] 5 = [hij] = [h(bs, b)),
and let (classical notation)

LN, ted
L.(lj = ZLljb“ 1.e. [L]\E B = [LZ]] nc):e [L},
= (A.69)

NE

Lgnby = > (Lgp)idis e [Lgplgz=[Lgn)ig] "= [Lgnl-

(A.67) gives [f]lj(;.[g]w.[Lgh.mw = ([L«f]\g)T-[hhp[ﬁhg for all &, ¥, thus, [g]\ﬁ‘[Lgth,a = ([L]‘E’E)T.[h]‘g and
[Lgh]lgﬁ = [g]_l.([L]mvg)T.[h]lg. Shortened notation:

[9]'[LT] = [L}T-[hL ie. Z%k(Lgh)kj = ZLM hkj, (A.?O)
k=1 k=1
‘ (L] = [g)1.[L]".[A] ‘» ie. (L&) =>_> (9] inLenh;. (A.71)
k=1¢=1
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96 A.12. The adjoint of a linear map (objective)

Duality notations: L.¢; = Y " L*;&, [Llje = [L';], Li,.&; =377 (L1,) 5, [Lh)ie = [(L},)'5], and

n n ] ; n B t d n ;
D gL 5= Lritug, i (Lh) =Y (gl Dalfihe ("5° Y (6% Ly hey).  (AT2)
k=1 k=1 kl=1 k=1

(Be careful with the notation ([g]~);x ="°%d g% see remark |A.51})

Exercice A.61 Prove: If L is invertible then (LgTh)’1 = (L’l);{g.

Answer. (L}, (L™")},.%,5)g = (L™")5,-Z, L.y)n = (&, L7 . L§)g = (Z,9)g = (Lgn-(L5) "2, )g, true VZ, 7. du

A.11.3 Deformation gradient symmetric: Absurd

The symmetry of a linear map L € L(E; F) is a nonsense if F # F.

E.g.: The gradient of deformation F}°(p,) = d®(p;) ="t F ¢ E(I@%;I@?) cannot be symmetric
since FT e L(RY; @%) Idem for the first Piola-Kirchhoff tensor K [°, which motivates the introduction
of the symmetric second Piola-Kirchhoff tensor 9;°, see Marsden-Hughes [12] or §

A.11.4 TIsometry
Definition A.62 A linear map L € L(E; F) is an isometry relative to (-,-), and (-, )y iff
VZ, g€ E, (LZ LY)=(&7), Iie Lgh o L = Ig (identity in E). (A.73)

Thus, if L € L(E;F) is an isometry and (&;) is a (-,-)g-orthonormal basis, then (L.€;) is a (-,-)n-
orthonormal basis, since (L.€;, L.€;) = (€;,€;)q = d;; for all 4, j.
In particular, an endomorphism L € L(E; E) is a (-, -)g-isometry iff

VZ,je€E, (LZLy)y=(L ¥y ie L]JoL=Ig. (A.74)

Exercice A.63 Let f: E — F. Prove:

— —

if, VZ,7, (f(Z), f(#)n = (&,7), then f is linear. (A.75)

Answer. Let (€;) bea (-, )g orthonormal basis; Thus (f(&;)) is a (-, -)p-orthonormal ba51s (since f is an isometry).
h

Thus, if # = 37,2, then f(z) %" Z(f(:zf), F@n)nf@) "2 (@, @), fl@) "= Za:l ), thus f(Z+A\g) =

Z(azz + \yi) f(& sz )+ AZyif(éi) = f( ) + Af(gj'), thus f is linear. un

i=1 i=1

8

Exercice A.64 R” is an affine space, R™ is the usual associated vector space, and (-,-), is an inner dot
product in R™. Definition: A distance-preserving function f : p € R® — f(p) € R™ is a function s.t.

1F@) @)y = 1]y, ¥p,q € R™ (A.76)

Prove: If f is a distance-preserving function, then f is affine.

Answer Let O G R" (an origin) and f : & = Op e R — f( ) ) (vectorlal associated functlon) Let
7 = Op and 7 = OJ. Then the remarkable identity 2(7(2), /(7))s = RO ST IFB R v

2(f(@), F@)g = IF@S+HIF@DI5-1F @ f @5 = IF@I+HIF@IZ =Nl = 11715+ 17]]5 - 177115 = 2(, y)g;
thus f is an isometry, thus f is linear cf. (A.75), thus f is affine since f(p) = f(O) + f(O_;)) .
A.12 The adjoint of a linear map (objective)

(If not understood: May produce misunderstandings, misuses, problematic mechanical interpretations.)
A linear map L € L(FE;F) has one and only one adjoint L* (intrinsic to L); Must not be confused
with the many transposed L := L], which depend on inner dot products.
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97 A.12. The adjoint of a linear map (objective)

A.12.1 Definition
E and F are vector spaces, and E* = L(E;R) and F* = L(F;R) are the dual spaces (of linear forms).
Definition A.65 Let L € L(E; F); Its adjoint is the linear map L* € L(F*; E*) canonically defined by

L*:{F* - B ‘ (A.77)

m — L*(m):=moL, written L*.m =m.L
thanks to the linearity of m, L and L*, i.e., for all (¥,m) € E x F*,
L*(m)(Z) :== m(L(Z)), written (L*.m).Z=m.L.Z (A.78)

(dot notation) thanks to the linearity of m, L and L*.

(The linearity of L* is trivial.) (And ||L*.m||g- = ||m.L|
||L]|z(m;7) < 00, thus L* is continuous when L is.)

F*

ge < |lml[p-[| L]l c(g:p) gives ||L*||z(peipe) <

A.12.2 Quantification
E and F are finite dimensional, dim E = n, dim F' = m, and (d@;) and (b;) are bases in E and F and (m4;)
and (my;) are the (covariant) dual bases. Let [L] ;7 =noted (1) L% 1z, . ="0%d [L¥], [m]), =m0 [m]

[
and [7])z —noted 7] (the matrices relative to the chosen bases). (A.78) gives
Y(m,Z) € F* x E, [L*].[m].[&] = [m].[L].[Z], thus Vm € F*, [L*]./m]" = ([L]*.[m]" (A.79)

(recall: m € F*, thus [m] is a row matrix). Thus

[L*] = [L]"| (transposed matrix). (A.80)

(Full notation: [L*]x, », = ([Lha )7+ There is no inner dot products here.)
Details: LEL} = Z;r;lLijgi; i.e. [L} ab = [LU];::11 ..... 73, and L*.’/Tbj = Z?:l(L*)ijﬂ-ai; i.e. [L*]\ﬂ'bﬂ"a =

|a@,

(L*.ij).d}- = 7'('1,]‘.([/.6_7:2'), thus (L*)zg = Lji giVBS [L*} = [L]T (A81)

Duality notations: L.d; = Y7, Lisb;, Le. [L] ;5 = [Lj]iztom, and L6 = 330 (L7)i9d, ie.
(L b0 = [((L*)ij]i_ill ..... n , thus, for all (4,7) € [1,n]y x [1, m]y,

(L*.b7).@; = ¥ .(L.d;), thus (L*);?=L7; and [L*]=[L)". (A.82)

(Recall: If in doubt then don’t use the duality notations! Use classical notations.)

NB: Reminder: The transposed b’ of a bilinear b form is intrinsic to b, and the adjoint L* of a linear
map L is intrinsic to L; But a transposed L of a linear form L is not intrinsic to the linear form (it
depends on chosen inner dot products):

Watch out for the (unfortunate) vocabulary “transpose”

A.12.3 Relation with the transposed when inner dot products are introduced

let L € L(E;F). We need inner dot products (-,-), and (-,-), in E and F to define LT = LT,. To
have a functional relation between L* and L;h, we use the (-,-),-Riesz representation mapping ﬁg :

(= R,(0)=1

E* - FE S
o ¢, where (.% = ({4, %), for all ¥ € E, see (F.3)); Idem in F.
g
Let L € L(E; F) (continuous). For all # € E and all m € F* we have

Lm) 7B (D7), thus (B,(L*.m), &), = (Bu(m), L&), (A.83)
thus ((ﬁg o L*).m), &)y = ((LL, o ]:’,h).m7L.f)g. Thus ﬁg oL*=LJ o Ry, ie.

LT
_ _ E " F
LZ}L =RyoL*o(Ry)" | ie. ﬁg 1 + Ry, is a commutative diagram. (A.84)
E* «— F*
L*
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98 A.13. Tensorial representation of a linear map (dangerous)

Exercice A.66 From (A.84), recover (A.70), i.e. [L],] = [g]7".[L]".[h].

Answer. [L0,] =3 (B 1[17.[R.] " =ED [g] 1. [L]" [h].

A.13 Tensorial representation of a linear map (dangerous)
A.13.1 A tensorial representation
Consider the natural canonical isomorphism (between linear maps E — F and bilinear forms F*x E — R)
~ [ L(E;F) — L(F*,E;R)
J: ~ where G (m, @) := m.(L.@), VY(m,d) € F*xE, (A.85)
L —p,=J(L)
see § And ff, is also named L for calculations purposes, see (|A.88]).

Quantification: (d@;);=1,..., is a basis in E, (I;Z)lzlm is a basis in F' which dual basis is (m;), L €

L(E;F). Then (A.85) gives

Br(myi, i) = ;- L.di;. (A.86)
ThUS, if Léj = ZZlLUgH i.e. [L]dg = [LUL then
m n . . t d
=233 Libi@may, ie [Aly,, =Lz =" [Blap (A.87)
i=1j=1

Indeed, (3_,; 1 Lijbi ®7Tag)(7fbk,az) Soi; Lig (0:i@ag) (wok, @e) = 45 Lig (bi-mok) (Tajoie) = 3,5 LijOnidse =
Lye = mpp. LG, S0 ) gives (A.87).
Duality notations: L.aJ ZZZ1L bi and A, =Y S Libi ®a

Contraction rule. If you write L =noted 3, — Z?;lz;lzlLijl_)'i ® Tqj, then the vector L.@ € F is
computed thanks to the “contraction rule”

m n

L.i=pp.1u= ZZL”b X 7TaJ = ZZLUb 7Ta] = ZZLijUjgi, (A88)

=1 1 1=1 1 1=17=1
= contraction 7= J

which is the expected result.

Duality notations: L.u = ZZU b; ®aJ ). 4 = ZZL b; (o’ i ZZLZ ub;.

1 1 =1 1 1 1
=15= contractlon = i=lj=

Remark A.67 Warning: The bilinear form gy should not be confused with the linear map L: The
domain of definition of 5 is F* x E, and £, acts on the two objects ¢ (linear form) and @ (vector) to get
a scalar result; While the domain of definition of L is F, and L acts one object i to get a vector result.
You can use the tensorial notation for L... only to calculate L.u as in (contraction rule). un

A.14 Change of basis formulas for bilinear forms and linear maps
A.14.1 Notations

Let A and B be finite dimension vector spaces, dim A = n, dim B = m. (E.g. application to the change
of basis formula for the deformation gradient A=R}! — B=R}".)
Let (@o1a,i) and (@pew,i) be two bases in A, and (gold,i) and (I_)'Hewyi) be two bases in B. Let Py

and 7 be the change of basis endomorphisms from old to new bases, and By = [Pi]a,,, = [[A;;] and
B = [%]lg " [F5;;] be the associated transition matrices, and Q = P land Qg = B
0.
n n
dnew,j = IPA'EI:OId,i = Z B4ijdold,i7 Tanew,j — Z%ijﬂ'aold,ia
ij*l i=1 (A.8)

new,j 7% bo]dl - § %z] old,iy Tonew,j — § C%”ﬂ'bold i

1,7=1 7,7=1
L= o n i = ) i _ n i J Y o n iy Y _ n i 3]
Dual not.: Gnew,j = >_;—1 14" jold,is Gpew = Zj:lQA 3@1ds bnew,j = D i1 18" jbold i, Upew = Zj:l@i’ ibo1a-
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99 A.14. Change of basis formulas for bilinear forms and linear maps

A.14.2 Change of coordinate system for bilinear forms € £(A, B;R)
Let g € L(A, B;R), and, for all (4,7) € [1,n]n X [1,m]y,

— -

g(dold,ia bold,j) = Mija g(allew,ia bnew,j) = Nij7 ie. . . 3 J 77777 " (AQO)

Proposition A.68 Change of basis formula:

[g]|news = B‘lT'[gholds'% 5 ie. N= &TM% (Agl)

—

In particular, if A= B and (do1d,i) = (bota,;) and (Gpew,;) = (E'Hew,i), then P, = I =noted P, and

[9]jnew = PT.[glowa.P|, ie. N =PT.M.P. (A.92)

—

Proof. Nij = ¢(@new,is bnewj) = Sope P i B 19 @ot i Dotae) = Sopg B iMie B = S0 (BT) My B . ofa

Exercice A.69 Prove (objective result):

908 5) = (T390, = [Tl ot )5, (A.93)
Answer. [l -6l nere (8] 5y, = (B lig, )" (B (gt B)-(B " [l 5 ).
A.14.3 Change of coordinate system for bilinear forms € £L(A*, B*;R)
Let z € L(A*, B*;R), and, for all (,7) € [1,n]y x [1,m]x,
o 3 o o [2ljotas = M = [M"] i=1,..n
) =MV S o) =N 3
i=1
Proposition A.70 Change of basis formula:
(2news = A~ [2joas- IB~", e, N=DB~T.MRB (A.95)
In particular, if A= B and (Go1d,;) = (501d,i) and (Gpew,i) = (E'Hew,i), then P, = I ="°ted P and
inew = P [2]oa.P™", ie. N=P T.MP. (A.96)

Proof. N;; = 2(@hews Vhew) = D ke %ki%fz(a’ézd7 bf)ld) = ke QﬁlkiMkeQBej = Zkz(QﬁlT)ikMu%(j- =

A.14.4 Change of coordinate system for bilinear forms € £(B*, A;R)

(Toward linear maps L € L(A; B) ~ L(B*, A;R) thanks to the natural canonical isomorphism.)
Let T € L(B*, A;R), and, for all (z,7) € [1,n]y X [1, m]y,

[T]\olds =M = [sz] i=1,...,n ,

T g, Gotaj) = M';,  T(b' oy, Tnew;) = N, ie. S T A97
( old Oldaj) J ( e e 7]) J [T]‘news - N = [Nz.]] N o ( )
j=1,....m

Proposition A.71 Change of basis formula:

[T]\news = %71'[T]\0lds~g47 ie. N =MD (A98)

—

In particular, if A = B and (8oid,i) = (boiai) and (@new) = (l;new,i), then P, = i ="°td P and

n
[Tljnew = P [T)owa-P|, ie. N=P'MP, ie N';=> QiM'P (A.99)
ko=1
Proof. N'j = T (bey: Gnew.j) = Yo @ kA T (Whigs Gota ;) = e @'k M B =
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100 A.14. Change of basis formulas for bilinear forms and linear maps

A.14.5 Change of coordinate system for tri-linear forms € £(A*, A, A;R)

—

(Toward d?i: For a vector field @ € T'(U) ~ T}(U), d(p) € R", its differential satisfies di(p) €
L(R"R?) ~ L(R™*, R R), and dii(p) € L(R; L(R; R?)) ~ L(R™* R, R R), see §[S.1.3])

Consider a tri-linear form T € L£(A*, A, A;R), and [T}z ,, [Mj’k] and [T) e, = [Nj’fk], so where
M;y, = T(abyg, Goid,j» Goiak):  Nig = T(Ghew: Tnew.js Gnew,k)- (A.100)
Then .
=Y. Q\P'PY M, (A.101)
App=1
Indeed Z)\;w M[L\uﬁold,/\ ® oyq @ ayg = Z,\Wijk M;l\quXP;HPZ&’HeW,i ® Whory @ Aprery- o=

A.14.6 Change of coordinate system for linear maps € L(A4; B)
Notation of §|A.14.1] Let L € L(A; B) be a linear map, and let, for all j = 1,...,n,

L.doa; = Mijboiai =Y M'jboia; ie. [Lljowgs =M =[M]=[M";]i1. .,
i=1 i=1

j=1,...,n

o m (A.102)
Lfinew,j = ZNijgnew,i = ZNingeW»i Le. [L]\news =N= [NZJ] = [NZJ] 3::11 ----- ™
i=1 i=1
with classical and duality notations.
Proposition A.72 Change of bases formula:
[Lljnews = " [Lljoras-B1 |, ie. N=B"MI. (A.103)
In particu]ar, if A= B, if (a:old,i) = (gold,i); (anew,i) = (gnew,i); then Bq = % :noted P and
[Lljnew = P~" [LljoiaP|, ie. N=P 'MP, ie Nj= Y QuMyPy, (A.104)
k=1
with Q = P~1, and with duality notations N'; = >, , Q" M*,P*;.
Proof. L.dnew; = Zl Nijl_fnew’iﬁ = Y Nij-%kigg{d,k = Zk(}%J\f)kjgold,k and L.Gpew,; =
L(Z,L Béllj&old,i) = Zz }‘?41]' Zk Mkibodeg = Zk(MuB\)kjbold,k; for all j, thus %N = MB4 un
Exercice A.73 Prove:
0L = [E]\EHEW'[L]InewS'[ﬁ]Iﬁnew = [z]\E()Id'[L]IoldS'W]\%Id (objective result). (A.105)
Answer. [E]\Bnew'[LhnewS'[m\dnew = ([ﬁ]lgold.l-]@),([%—l.[L}‘olds.ﬂ).(&—l.[ﬂhaold). -

Remark A.74 Bilinear forms in £(A, A;R) and endomorphisms in £(A; A) behave differently: The
formulas (A.92) and (A.104) should not be confused since P~! # PT in general. E.g., if an English
observer uses a Euclidean (old) basis (@;) = (@o14,s) in foot, if a French observer uses a Euclidean (new)

basis (51) = (@new,;) in metre, and if (simple case) b; = A, for all i (change of unit), then

[Llnew = [Lljota,  while  [gljnew = X2 []jota- (A.106)

>10

Quite different results! Le. P7'.[L]jojq.P # PT.[L]jo1a-P for a general change of basis. See the Mars
Climate Orbiter crash, remark where someone forgot that 1 foot # 1 metre. .
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101 B.1. FEuclidean basis

B Euclidean Frameworks

Time and space are decoupled (classical mechanics). R™ is the geometric affine space, n = 1,2, 3, and R
is the associated usual vector space made of “bi-point vectors”.

B.1 FEuclidean basis

Manufacturing of a Euclidean basis.

An observer chooses a unit of measure (foot, metre, a unit of length used by Euclid, the diameter a
of pipe...) and makes a “unit rod” of length 1 in this unit.

Postulate: The length of the rod does not depend on its direction in space.

e Space dimension n = 1: This rod models a vector & which makes a basis (€7) called the Euclidean
basis relative to the chosen unit of measure.

e Space dimension n > 2:

- The observers makes three rods of length 3, 4 and 5, to build a triangle (A, B, C) with A, B and C
are the vertices and A not on the side on length 5.

- Pythagoras: 32 + 42 = 52 gives: The triangle (A, B, C) is said to have a right angle at A.

- Two vectors @ and @ in R" are orthogonal iff the triangle (A, B, C') can be positioned such that AB

and AC are parallel to @ and .
- A basis (€;)i=1,... » is Euclidean relative to the chosen unit of measurement iff the €; are two to two
orthogonal and their length is 1 (relative to the chosen unit).

Example B.1 An English observer defines a Euclidean basis (d@;) using the foot. A French observer
defines a Euclidean basis (b;) using the metre. We have

1
1foot = pmetre, p=0.3048, and 1metre= Afoot, A= — ~3.28. (B.1)
I

(= 0,3048 is the official length in metre for the English foot.) E.g., the bases are “aligned” iff, for all 4,

b; = Ad; (change of measurement unit), (B.2)
thus the transition matrix from (@) to (b;) is P = AI, thus P* = P, P~' = 1T and PT.P = \’I. .
Remark B.2 The bases used in practice are not all Euclidean. E.g., see example if you fly. un
B.2 Euclidean dot product

Definition B.3 An observer has built his Euclidean basis (€;). The associated Euclidean dot product is
the bilinear form g(-,-) = (-,-), € L(R™,R";R) defined by

- ted .. .
9(&.8) "= gij = 6,5, Vi, j, e gle=1. (B.3)
Le., with (me;) = (e') the dual basis of (€;) (with classical and duality notations),

(g =) Tei @M= Y €l @e (B.4)
i=1 i=1

With Einstein’s convention, (-,-)g := _1';_gije’ ® ¢/: You have to write g;; (although = d;; here). E.g.
with the repeated index convention: (-,), := g;je' ® €.

Thus, for all #,§ € R", with & = Sor @€ and ¥ = > y;€; (classical notations),
S ted
— — note: — —
(&g = > _wiyi = [F5[1e "= o 4. (B.5)
i=1

Duality notations: &= 2'¢;, ¥ =Y ,y'€ and (Z,9)y = > x'y".
With Einstein’s convention: (7,§), := >.;';_gij2"y’ .
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102 B.3. Change of FEuclidean basis

Definition B.4 The associated norm is ||.||; := /(-,-)4, and the length of a vector & relative to the
chosen Euclidean unit of measurement is ||Z]|, := \/(Z, ), = \/T«, L.

Thus with a Euclidean basis (€;) used to build (-,-),, if = Y"1 2,¢;, then [|Z]|, = \/>_;_ 27 is the
length of & relative to the chosen Euclidean unit of measure (Pythagoras).

Duality notations: [|Z]|; = /3_;_,(2%)?. Einstein convention: ||Z||; = (/327 ;_ gijatad.

Definition B.5 The angle 6(Z, i) between two vectors Z, 7 € R® — {0} is defined by

r oy

cos(0(Z, 7)) = (—=—, —=)g- (B.6)
il P17 Pt
(With a computer, this formula gives §(Z, §) = arccos(( Hffllq’ \\vglq )g) in [0, 7].)

B.3 Change of Euclidean basis

Consider two Euclidean bases in R™: (@;), e.g. built with the foot, and (I_);), e.g. built with the metre;
And let (-,-)g and (-, )5 be the associated Euclidean dot products.

B.3.1 Two Euclidean dot products are proportional
Proposition B.6 If A = |\51\|g, then ||l_);||g =Aforalli=1,..,n and

(g = A2( )ns and  [[[lg = Al[][n- (B.7)

—

Proof. By definition of a Euclidean basis, the length of the rod that enabled to define (b;) is independent
of i, cf. §[B.1] thus [Bi[|y = [[By]|, for all i, and here ||B;|l; ="°"*¢ X. Thus [[5;][2 = A% = A?[|5]|? for all 4,
since ||l;1||,21 = 1. And if i # j then (b, Ej)g =0 = (b;, gj)h since b; and Ej form a right angle (Pythagoras),
cf. (B.4). Hence (5;,b;), = A2(bi, ;) for all 4, j, thus (Z,7)y = A2(Z, §)n for all #,§ (bilinearity of inner
dot products, thus (B.7). L

Example B.7 Continuation of example (v)a = Y i_,a' ® a’ is the English Euclidean dot product
(foot), and (-,-)p = > ;- b* @ b" is the French Euclidean dot product (metre). (B.7) and (B.1) give:

(v)a=X() and |[|.||la = All.][p, with A=~3.28 and \? ~ 10.76. (B.8)

In particular, if & is s.t. ||@]], = 1 (its length is 1 metre), then ||@]|, = A (its length is A ~ 3.28 foot). ou

B.3.2 Counterexample (non existence of a Euclidean dot product)

1- Thermodynamic: Let T be the temperature and P the pressure, and consider the Cartesian vector
space {(T, P)} = {(temperature,pressure)} = R x R. There is no associated Euclidean dot product: An
associated norm would give ||(T, P)|| = vI? + P? € R which is meaningless (incompatible dimensions).

See §[A.3.5]

2- Polar coordinate system ¢ = (r,0) € R x R: There is no Euclidean norm +/r2 + 62 for ¢ that is
physically meaningful (incompatible dimensions), see example

B.4 Euclidean transposed of a deformation gradient

Let n € {1,2,3} and consider a linear map L € E(I@g,@?) (e.g., L = d®P(P) = F/°(P)).
Let (-,-)¢ be a Euclidean dot product in I@) (used in the past by someone), and let (-,-), and (-,-)n

be Euclidean dot products in ]fé? (the actual space where the results are obtained by two observers, e.g.,
()¢ built with a foot and (-, -), built with a metre). Let L, and L, be the transposed of L relative to

the dot products: ng and L%, in E(@?; ﬁg) are characterized by, cf. 1} for all (X, J) € @g X R’?,

(LE, 9, X)e = (LX), and (LE,.7. X)e = (L.X, §)n. (B.9)
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103 B.5. The Euclidean transposed for endomorphisms

Corollary B.8
If (,)g=A(,)n then L&, =NLE,. (B.10)

NB: Do not forget \* (e.g. \?> ~ 10 if an English man works with a French man).

Proof. (LE,.7. )Z')G(L.X',gj)gﬂh%”‘ N(L.X,§)n -)\Q(LGh 7,X)g for all X € R} and all § € Rp,
thus ng.ﬁ: N LL, . for all j € R, thus ng = A\2LL,. .

B.5 The Euclidean transposed for endomorphisms

Let n € {1,2,3} and consider an endomorphism L € L(R?;R}); E.g. L = do,(p) the differential of the
Eulerian velocity. Let (-,-), and (-,-)s be dot products in R™. Let LZ; and LY be the transposed of L

relative to (-,-)y and (-,-)p: L} and Lj in L(Rp; Ry) are characterized by, cf. (A.53), for all 7,7 € RY,
(LY., #)g = (L& 4)g, and (Ly.§,2)n = (L.Z,§)n. (B.11)
Corollary B.9
It (-)g=A(,)n then LT =rF"%dpT (B.12)

(an endomorphism type relation). Thus we can speak of “the Euclidean transposed of an endomorphism”.

Proof. (L7 .4,7), PN (L7, ), "2 NA(LE, ) EID (7 .73 " (LF 7,7, for all 7,5 € 7, thus

L;.y = LT.jfor all § € R™, thus Lg =LT. un

B.6 Unit normal vector, unit normal form

The results in this § are not objective: We need a Euclidean dot product (need a unit of length: Foot?
Meter?) to get Euclidean orthogonality and a unit normal vector.

B.6.1 Framework

n=2or 3, (-,-)g is a Euclidean dot product in R™ and, for all @, € R",
(i, @)y "% it o, i (B.13)
(or ="°%d 7. 4if when one chosen Euclidean dot product is imposed to all).
Q is a regular open bounded set in R", and I' := 09 is its regular surface. If p € I" then T,I" is the

tangent plane at p to I'. Let (51(p), ..., Bn_1(p)) be a basis in T,I' (e.g. obtained thanks to a coordinate
system describing I).

B.6.2 Unit normal vector
Call 7iy(p) the unit outward normal vector at p € I" at T,I" relative to (-,-)4; So 7ig(p) ¢ B_;(p) = 0 for all
i=1,..,n—1, and ||7i4(p)||g = 1, i-e. iy is defined on I" by (up to its sign)

Vi=1,..n-1, fiyi, =0, and figei, =1 (=]i?), (B.14)
i.e., at any p € T, ﬁg( ) is orthogonal to the hyperplane Vect{ﬂl( ), . ,Bn 1(p )} and 74(p) is unitary.

So (51 (p), .. 7ﬁn 1(p), Mg(p)) is a basis at p in R, written in short (3, ..., 5,_ 1,7g). Drawing.

Thus, if @ € R" is a vector at p, @ = Yo 11 w; B; + wy, (classical notations) then

wy, = wWe 7, = the normal component of & at p at I'. (B.15)
(w,, depends on (-,-),.) (Duality notations: @ = 327" w'f3; + w"ii, and w" = (i, 7y),.)

Exercice B.10 Let (@;) be a basis in RH”, let g;; = g(d;,d;) for all ,j, and let Ej = > Bjj;a; for
j =1,..,n—1. Compute the components n; of 7, = >_._n;a;. Particular case (a;) is (-, -) -orthonormal?

Answer. 1i gives [gi}ﬁ..[g}‘a.[ﬁg]‘a =0 for i = 1,...,n—1: We get n—1 linear equations. With one more
equation given by [ﬁg]lqt;a.[g]w.[ﬁg]‘a = 1: We get 7y, up to its sign.
E.g. if (@) is (-, -)g-orthonormal, then >°7 | Bijn; =0 for j =1,...,n—1, with > 77 L oni=1 un
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104 B.7. Integration by parts (Green—Gauss—Ostrogradsky)

Exercice B.11 Let (@;) be a Euclidean basis in foot, (b;) a Euclidean basis in metre, (-,-)q and (-,-);
the associated Euclidean dot products, so (-, ), = A2(+, ) with X\ ~ 3.28, cf. (B.7). Let i, (p) and ii,(p)
be the corresponding unit outward normal vectors, cf. (B.14)). 1- Prove (up to the sign):

iy = Mg, and (@, 7q)q = M@, ), Vi € R? (B.16)
2- Then let 7, = Y " ng;d@; and 7, = Y. ny;bs; Prove:
If, Vi=1,...,n, bi = Ad; then Vi= 1,...,m, Ngi = np;. (B.17)
So the vectors 7, and i, are different (A > 1), and their respective components are equal... relative to
different bases! And of course 1 = [|7i,|2 = Y7 (nai)? = Yo (ne)? = ||7ip]|7 = 1.
Answer. 7i,(p) || ©s(p), since the vectors are Euclidean and orthogonal to T, cf. (B.14). And ||.||l« = All-|]»
cf. (B.8)), thus [[7i||p = 1 = [|7ialla = A||7ialle = |[Malls, 50 7y = £A7. And they both are outward vectors, so
7y = +Afla. Thus (1, 7ia)a = A (16, la)o = A2(1, 22 ) = (15, 715 )s-
And if b; = A@; (B.16) gives S nb = AN nhdi = S0 nl(A\@:) = Y."_ nkbi, then nl, = nj. .

b

B.6.3 TUnit normal form n’ associated to 71

For mathematicians: May produce misunderstandings and lack of mechanical interpretations. Don’t
forget: n” is obtained only after 77 has been defined (thanks to a chosen inner dot product).

Definition B.12 Let p € T, let (-, ), be an inner dot product, and let 7i,(p) be the outward unit normal.
The unit normal form nZ(p) € R™" is the linear form defined by nz (p).@ = (7y(p), @), for all & € R
vector at p :

) = (g, ¥),g. (B.18)

( =roted 7 .45 if one chosen Euclidean dot product is imposed to all).

Quantification: Let (&) be a basis in R”; Then 1) gives [ng]lg.[’[ﬁha = [ﬁg],llé..[g]‘g. [W]|e simply
written [n°].[w] = [7]T.[g].[w] if the basis (&;) is imposed. Hence, with the dual basis (¢?) in R™*,

n n n
if 7= Znié and n” = Zniei then n; = Zgijnj, (B.19)
i=1 i=1 j=1

where we used the duality notation to justify the ® notation: The “top i gives the “bottom 7”.
Particular case (€;) is a (-,-),-Euclidean basis, then n; = n’. As usual the apparent contradiction in

the position of the index i in the equation n; = n® is due to the implicit use of an inner dot product. Use

the Einstein convention to avoid this apparent contradiction: Write n; = Z;'L=1 gl-jnj even if g;; = d;;.

Classical notations: Dual basis (me;), then n” = Y71, (n”)ime; and (n”); = Y27, gin;.

B.7 Integration by parts (Green—Gauss—Ostrogradsky)

Q is a regular bounded open set in R", I' = 99, ¢ € C'(;R), (€) is a Euclidean basis and (-,-),
its associated Euclidean dot product, g—i(p) := dp(p).€; (usual notation), ig(p) = i(p) = > ni(p)€;
(classical notations) is the (-, -),-outward normal unit vector at p € I'. Then (Green), for i =1, ..., n,

%4 (p) dQ :/ o(p)ni(p)dl’, in short / 00 aQ = / on; dl. (B.20)
peq 0T; pel Q 0z; r

Thus, for any v € C*(;R), with v instead of ¢ in (B.20), we get the integration by parts formula
(Green formula):

dp v
a9 = — aQ i dT. B.21
e /Qso oz, +/F<pvn (B.21)
Thus, for any 7 € C*(;R") (vector field), with @(p) = o vi(p)é; we get
dp 0v;
; dQ = — dQ in; dl. B.22
/aniv /Q“Daxi +/Fs0vn (B.22)

Thus, with the gradient vector grady(p) = Z;L:l%é"i and with divd = Z?:l%, we get the Gauss—
Ostrogradsky formula:

/gramp.ﬁdQ: —/ @divﬁdQ—k/apU-ﬁdF. (B.23)
Q Q T

(And [, ¥+ @ dl is the flux through T'.)
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105 C.1. The symmetric and antisymmetric parts of dv

Exercice B.13 Use the differential dip instead of the gradient radcp (which is the (-, -)4-Riesz represen-
tation vector of dy) to express (B.22). Is the use of n”, cf (B.18), useful in that case?

Answer. d(¢0) = dp.U + ¢divd, thus [, de.0dQ = — [, o dividQ + [, o0 7gdl. And 07, = n’.v, so
U = — 1w + n,.vdl’. But n, depends on 71 efinition), so there 1s no reason that justifies

o, dp.T7dQ o pdividQ+ [ on).7dl. But n) depends on 7, (definiti here i hat justif

the use of nz (unless you want to introduce useless notations). un

C Rate of deformation tensor and spin tensor

Let @ : [t1,t2] X Obj — R™ be a regular motion, cf. 1} and let 7 : C — R” be the Eulerian velocity

field, cf. li that is, U(t,p) = %—f(t, Poy;) when p = ®(t, Poy; ).
At ¢, choose a unit of measurement (foot, metre...) and build the associated Euclidean dot prod-
uct (-, )y in RY, cf. § (We loose the objectivity here). And the same (-,-), is used at all ¢.

C.1 The symmetric and antisymmetric parts of dv

With the imposed chosen Euclidean dot product (-, )4 in @?, we can consider the transposed endomor-
phism dv; (p)g =noted gz, (p)T € L(R}; R}), which is defined by, for all @, W, € R} vectors at p,

(dty(p) " adhy, dia) g = (W, dTy(p).a) g (C.1)
cf. §[A11] We have thus defined
o [ = LREGRY)
du; : o o
p — duy (p) := dui(p)
Other usual notations (definitions): d;(p)T ="°%d di(t, p)T =roted dgT (¢, p).

Definition C.1 The (Eulerian) rate of deformation tensor, or stretching tensor, is the (-, -),-symmetric
part of du:

v+ doT . di(t,p) + dv(t,p)T
D= T e, viep) e JUH) x 00, Ditp) = TEREIERE gy
teR
The (Eulerian) spin tensor is the (-,-)g-antisymmetric part of dv:
dv — doT . do(t,p) — dv(t,p)”
=TI e g e ) <00, oy = DO AR (C.4)

teR
(So dv =D + Q.)

NB: The same notation is used for the set of points Q; = ®{(Q;,) C R™ and for the function “the spin
doy—dvl

5—: The context removes ambiguities.

tensor” €); =

C.2 Quantification with a basis
With a basis (¢;) in R?, (C.1) gives
[9)je-[d0"]je = [do]{z[9)je,  and  [ddT]je = [g] ;2. [d0]{[9) - (C.5)

In particular, if (¢;) is a (-,-)g-orthonormal basis, then [dv7]z = [d{f]li'; (orthonormal basis case).
Thus for the endomorphisms D and €, with a Euclidean orthonormal basis, with D.¢; = >, D;;€; and
. S | Bu; . vy .
Q.€; =" Qi;é; then D;; = %(g;’] + g5r) and Q;; = %(g;’] — g5t), that is,

D]je = W and [Q]; = [dﬁ]le;[dﬂlg (Euclidean framework). (C.6)

: : . 5. n P = i _ 1700 v’ > n = i 100" v?
Duality notathns. D.e; = Z¢=1D§6ia D;» = §(W + ami) and Q.5 = > Qe QY = §(W — azi)7
where D = D} and Q'; = —Q;.
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106 E.1. Affine motions and rigid body motions

D Interpretation of the rate of deformation tensor

We are interested in the evolution of the deformation gradient F(t) := F;‘t’o (t) along the trajectory of a

particle Fop which was at py at . So let A= @(to, py,) and B = g(to,ptﬂ) be vectors at # at p;, € Qy,
and consider their push-forwards by the flow @? (the transported vectors), i.e. the vectors defined at ¢
at p(t) = DL (t) by

at,p(t)) == F(t).A and b(t,p(t)):= F(t).B. (D.1)
see and figure Then consider the function
- C —-R
(@.5), . o (D.2)
(t,pe) — (@, b)g(t, pr) := (@(t, pe), b(t, pr))g-

do+dv”

5 gives half the evolution rate between two

Proposition D.1 The rate of deformation tensor D =
vectors deformed by the flow, that is, along trajectories,
D(d,b),

Dt

= 2(D.d,b),. (D.3)

Proof. f(t):= (a(t,p(t)),b(t,p(t))), = (F(t).A, F(t).B), gives (with (-,-), independent of t)
F(t).B)y + (F(t).A4, F'(t).B),. (D.4)

—

F(t) = (di(t, p(t))-a(t, p(t)), b(t, p(t)))g + (@(t, p(t)), dv(t, p(t)).b(t, p(t))) (D.5)
= ((du(t, p(t)) + da(t,p(t))").a(t, p(t)), b(t, p(t)))g,
ie. (D.3), since £(t) = (@, B)(t,p(t)) gives f'(t) = 2EDs ¢ p(r)).

E Rigid body motions and the spin tensor

Choose a Euclidean dot product (-,-), (required to characterize a rigid body motion).

Simple definition: A rigid body motion is a motion whose Eulerian velocity satisfies dv’ + dv? = 0,
i.e., D =0 (Eulerian approach independent of any initial time # chosen by some observer).

But the usual classical introduction to rigid body motion relies on some initial time % (Lagrangian
approach). So, we start with the Lagrangian approach: Consider a motion CT), fix a ty € R, consider the
associated Lagrangian motion ®%, and for a fixed ¢ the associated motion ®¥. The first order Taylor
expansion of ® in the vicinity of a py, € Qy, is, with d®® (p, ) ="°td Flo(p, ),

DL (q1,) = P (1) + F* (p,) Pty + (DTt )- (E.1)

E.1 Affine motions and rigid body motions
E.1.1 Affine motions

Definition E.1 ®% is an affine motion (understood “affine motion in space”) iff ® is an “affine motion”,
i.e. iff @} is a O diffeomorphism (in space), and (E.1) reads, for all p;,, g, € 4, and all ¢ € [ty ts],

O (q1y) = 1 (p1y) + Fy* (P1y)-Pio T - (E.2)
Marsden—Hughes notations: ®(Q) = ®(P) + F(P).PQ.

Proposition E.2 and definition. If ®® is an affine motion, then Fttﬂ (pt,) is independent of py,, i.e.,
for all t €]ty, ta] and py, g1, € Qs

ted
Ftto (Pto) = Ftto (qto) e Fttﬂ- (E.3)

And then dF[(p;) = 0, i.e. d>®(p;,) = 0. And for all t €]t;,ty[, ®* is an affine motion, i.e. for all
T €]t1,t2] and all py, q € U,
@ (q:) = @} (pe) + Fr-pedi- (E.4)

And ® is said to be an affine motion.
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107 E.1. Affine motions and rigid body motions

Proof. g, = pi, + Pody gives D (q,) = @ (i + Do) = @ (pi,) + A2 (py, )Py, and, similarly,
P (py) = @ (a1, + TuoPry) = O (a1) + AP (ar,)-ToPry- Thus (addition) B (qr,) + 9 (pry) = P (pry) +
L (qr,) + (dPY (pr,) — dPY (g -pm’, thus (d®y (py,) — AP (41))-Pudy = 0, true for all py, gy, thus
d®P (pg,) — dOP (q,) = 0, i.e.

Wit K . o _qpto =
Thus d?® (py, )., = limy,_o d@ (P 41 to) 40 (Po) _ limy_q % = 0 for all p;, and all ),

thus d2®% (py,) = 0 for all Po, thus d2®l = O
And (5.17) gives (®L o @)(p;) = P (py ), thus, with p; = ®P(py), we get d®L(p;).dPP (py,) =
d® (py,), thus d®t (p;) = d@?(pm).d@? (p,b)’l, and (E.2) gives

dD (p) = dd'.dd " "% 4ot (independent of py), (E.5)
thus " . un

Corollary E.3 With ¢ the Eulerian velocity and Vo the Lagrangian velocity: If ® is affine then, vy is
affine for all t, and V/° is affine for all ty,t, i.e., dv;(p;) = du; for all p; € Q; (independent of p;), and
dvie (py, ) =m0ted dve for all D1, € 4, (independent of py,). So, for all p;, q: € Q¢ and py, qi, € Oy,

{ o U(q) = Ui(pe) + dvy.peqr, (E.6)

o Var,) =V (pr,) + AV} o

Proof. (E.2) gives ®%(t,q;,) = ®%(t,py) + F(t).pnGs, and the derivation in time gives (E.6)2,
E.6 1-

hence (E.6); thanks to dV;tO (py) = dvy(ps).F{°, cf. (3.27), and prar, = (F°)~.peq;, cf. un

Example E.4 In R2, with a basis (Ey, E) in @g and a basis (¢1,@) € R?, then F{° given by [F[°] = o=

|E,é
2 —> 2
<13Jtr3t 2; > derives from the affine motion [®{ (py, )®P (¢, )]je = (1?;; 2; ) [ptoqto} oa

E.1.2 Rigid body motion

Let @ := ® and F := F/° if non ambiguous. Recall: If P € Q; and p = ®(P) (€ ) then the transposed
of the linear map F(P) € L(R};R}) relative to (-,-), is the linear map F7(p) € L(R};R}) defined by

R} — R}
FT(p) := F(P)T:{ ! v o ) B . . (EY
Wy, — F7(p)ad, s.t. (F'(p)ady,Up)y = (W, F(P).Up),, YUp € Ry.

Which defines the function FT : Q, — L(R};Rp).
Particular case: For an affine motion F is independent of P, hence FT is independent of p.

Definition E.5 A rigid body motion is an affine motion & such that angles and lengths are unchanged
by ®: For all t5,t € R, P € Qy,, Up, Wp € R}, and with p = ®(P),

(F.Up, FWp)y = (Up,Wp)y, ie. (FT.EUp,Wp),= (Up,Wp),, ie. |FT.F=1I| (E.8)

In other words, with the Cauchy strain tensor C € E(@g,@g) defined by C' = FT.F, the motion is

rigid iff it is affine and
[c=1} ie [F=r"] (E.9)

Proposition E.6 If ®% is a rigid body motion, if ( HZ-) is a (-,-)g-Fuclidean basis in I@Z), if di(p) =
F(P).A; for all i when p = ®9(P), then &’it(p) =noted g js independent of p, and (i) is a (-,-),-
Euclidean basis with the same orientation than (A i), for all t.

Proof. ®Y is affine, thus, for all t, P, F}°(P) = F}° (independent of P), thus @, ;(p) = Fl A; € R7 is in-
dependent of p, for all t. And (&, djt)g = (Ft" A; Flo A i)g = (Ft"T Flo Al,A )g SOlid(I.Ei,ﬂj)g =
(Ei,ﬁj)g = ¢;; for all ¢,j, thus (@y) is (-,-)g-orthonormal basis.  And det(@i,...,dn) =
det(Flo Ay, ..., Flo A,) = det(Ft%)det(Al,...,Zn) = det(F) since (4;) is a (-,-),- orthonormal basis.
And, ®% being regular, t — det(F[) is continuous, does not vanish, with det(Ft(t?) =det(I) =1 > 0
Thus det(F°) > 0 for all ¢, thus det(dy, ...,@,) > 0: The bases have the same orientation. ua
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108 E.2. Vector and pseudo-vector representations of a spin tensor Q2

Example E.7 In R?, a rigid body motion is given by F/® = (cos(&(t)) B s1n(0t( ))> with 6 a regular

t
sin(6(¢t))  cos(6(t))
function s.t. 6(tp) = 0. n

Exercice E.8 Let ® be a rigid body motion. Prove

(FTY'(t) = (F'(t))", and FT.F'is antisymmetric: (F")1.F + FT . F' =0. (E.10)

Answer. Let t € R, F(t) := FO(t), pt) = <1>t0(), U,W € R and @(t,p(t)) = F(t).W.

Recall: F" is defined by F'(t) : (F(t) T, so (FT ().t p(t),U0), = ((t,p(t), F(2). U)y. Thus

((FT)’(t)-qﬁ(typ(t))+4FT(t)-%(t,p(t)) gf( p(1), F(t).0), + (@(t, p(t)), F'(1).U)g, whlch simplifies into
(FT) (#)a8(t, p(t)), U)g = (@(t, p(t)), F ()U) (( ()7 (L, p(t)), U)g, thus (FT)'(t) = (F'(1))", for all t.

And (E.8) reads FT(t).F(t) = Iy, thus (FT)'(t).F(t)+ FT(t).F'(t) = 0, thus (F")T (¢ F()+FT()F(t):0,

thus F7 (t).F’(t) is antisymmetric, for all ¢. .

E.1.3 Alternative definition of a rigid body motion: dv + di” =0

— —T = 5T
The stretching tensor D; = % and the spin tensor €, = % have been defined in l)lb

Proposition E.9 (Here no initial time is required: Eulerian approach.) If d is a rigid body motion,
cf. , then the endomorphism dv, € L(R};RY) is antisymmetric at all t:

dvy +dv] =0, ie diy =, ie D;=0. (E.11)

Conversely, if dv; + dv} = 0 at all t, then disa rigid body motion.
So the relation « dv; + dvf =0 for all t » gives an equivalent definition to the definition

Proof. Let F(t) := Fp(t) and V(1) := () (@) (t) = T(t,pr)- l) gives
(FETY(1) = 0 = F'(0.F"(t) + F(0).(F7) (1) B2 FE(t) + (F'()-FT ()T = dvV(t).F()~" +

@ ($).F6) " B2 git, p) + di(t, po)". Thus I)
Conversely, suppose dif + dil = 0. Then (D.3)) gives D(Dt)g = 0, thus ( 5) (t,p(t )) = (a,b _’) (to, P)
when p(t) = ®(P), i.e. (Ff°(P).A, F{o(P). ) (fY E)g, for all t, %, P, A, é Thus @ is a rigid body

motion, cf (E.8). oa

E.2 Vector and pseudo-vector representations of a spin tensor (2

We are dealing here with concepts that are sometimes misunderstood.
Framework: R" = R? with a Euclidean dot product (-,-), (so the following is not objective).

E.2.1 Reminder

e The determinant det g associated with a basis (€;) in R3 is the alternating multilinear form defined
by det|z(€1,€2,€3) = 1; The algebraic volume (or signed volume) limited by three vectors iy, s, i3 is
det (i1, U2, t3); And the (positive) volume is | det (i1, U2, ii3)|, see §

e Let A and B be two observers (e.g. A=English and B=French), let (d;) be a Euclidean basis chosen
by A (e.g. based on the foot), let (b;) be a Euclidean basis chosen by B (e.g. based on the metre), see §
Let A = ||b1]|a > 0 (change of unit of length coefficient). The relation between the determlnants is:

+ if d‘gt(l;l, ba,b3) > 0 (i.e. if the bases have the same orientation),

det = £A* det  with L.
|a b — if dl‘gt(bl, ba,b3) < 0 (i.e. if the bases have opposite orientation).

(E.12)
In particular, if A and B use the same unit of length, then A = 1 and det|z = &+ detlb

e With an imposed Euclidean dot product (-,-),: An endomorphism L is (-, -)s-antisymmetric iff

Vi, v, (L.d,0),+ (4, L.5), =0, ie LT =—L. (E.13)
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109 E.2. Vector and pseudo-vector representations of a spin tensor Q2

E.2.2 Definition of the vector product (cross product)

Let (€;) be a (-, -),-orthonormal basis, let «, v € R3, and let legw € L(R3,R) be the linear form defined
by

(E.14)

—

(the algebraic volume of the parallelepiped limited by , ¥, Z in the Euclidean chosen unit).

Definition E.10 The vector product, or cross product, @ A¢y ¥ of two vectors « and 7 is the (-, -),-Riesz
representation vector @ Aqy U € R3 of the linear form ¢z z 5 It is given by, cf. 1)

VZERS, | (6 Aoy T, 2), = det(id, 7, 7) | E.15
g g

e

NB: @ A¢qy U depends on (-, )y and on the orientation of (€;).

We have thus defined the bilinear cross product operator

R3 x R? — R3
Neg * o L . . (E.16)
(U, T) = Neg(, V) 1= U Neg T.
(The bilinearity is trivial thanks to the multilinearity of the determinant.)
And if a chosen (-, -), is imposed to all, then @ A, & =" @ A, ©
Moreover if an orthonormal basis (€;) is imposed to all then @ A, ¥/ 7 _noted U AU,
NB: The cross product is not an objective operator!
E.2.3 Calculation of the vector product
i=3"  wé, =35> v;& and (E.15) give
uy V1 1 u v
(U Neg U, €1)g = det(u,7,€1) =det [ uz v2 0 | =det <u2 v2> = UU3 — U3V3. (E.17)
|e us U3 O 3 3

Similar calculation for (@ Aeg U, €2)e and (4 Aeg U, €3)e, thus

3 U2V3 — U3V2
g U= E Ui4+1Vi42 — uiJrQ'UiJr]) €5, i.e. [u /\eg ’17]‘5 = u3v1 — U3 . (ElS)
i=1 U1V2 — U2V

with the generic notation w4 := w1 and ws = we. (In particular €; Aeg €i41 = €;12.)

Proposition E.11 1- U Ay T = —U Aeg U.

2- U || U iff U Ny ¥ = 0.

3- If i and ¥ are independent then @ A, ¥ Is orthogonal to the linear space Vect{u, U} generated by @
and .

4- 1 NAeg U depends on the unit of measurement and on the orientation of the (-,-)4- orthonormal
basis (€;): Consider two Euclidean dot products (-,-), and (-,")p, 50 (-,)a = A2(-,-)p for a X > 0;
Choose a(g, \)a-orthonormal basis (@;) and a (-, -)y-orthonormal basis (b;); Then, with Aqq =20t€d A
Nbb __note Nb,

o and
UNg U= FAU N U. (E.19)

Proof. 1- (4 /\eg U,%)y = detz(u, U, 2) = — det|o(0, U, 2) = — (U Ay U, 2)g, for all 2.
2 If 4 || ¥ then det|s(u, 7, Z) A g U Ly Z, for all Z. And if @ Ay ¥ = 0 then
gives i || v.
3— If 2 € Vect{u, 0} then det (1, v, 2) = 0 = (U Aey U, 2) g thus @ Ny T Ly 2.
1
4 (@A 7, )amd‘ ot (i, ”,Z)mix)’d ot (. 7,2) BB L33y 7, 2), = X5
for all Z, thus ‘) .

Exercice E.12 Prove that @ Ay U is a contravariant vector.

—

U Np U, 2)q, true

Answer. It is a vector (Riesz representation vector) in R_g, so it is contravariant; Or calculation: It satisfies the
contravariance change of basis formula, see (F.17). un
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110 E.2. Vector and pseudo-vector representations of a spin tensor Q2

E.2.4 Antisymmetric endomorphism represented by a vector

Proposition E.13 Let (&) be a (-,-)4-Euclidean basis. If an endomorphism Q € L(H@;H@) is (+,+)g-
antisymmetric then there exists a unique vector Jeq € R3 s.t., for all i, Z € R3,

(.y,2)g = d‘(zt(@’ega?jv Z), (E.20)

i.e., there exists a unique vector Weqy € R3 s.t., for all §,Z € ]1@3,

]Q.y—' = Geg A (E.21)
And
0 —c b a
[th = Cc 0 —a iff [Q}'eghg = b . (E.22)
-b a 0 c

In particular Q.Jeg = 0 (= Deg Aeg Deg), i-€. Jeg Is an eigenvector of  associated with the eigenvalue 0.

0
Proof.  is antisymmetric, thus [Q] ¢ is given as in (E.22)). In particular [Q.¢1]jz = [Qz.[e1]jz = | ¢
—b
0
Calculation of the components of e, if it exists: Let & = w1 €] +w2s +ws3€3; thus [GA €]l = | ws |,
s

cf. - thus w3 =¢ and wg = b; Idem with €5 so that w; = a. Thus if it exists & is unique. And & weg

given in ) satisfies : It exists. un

Proposition E.14 Let (-,+), and (+,), be two Euclidean dot products (e.g. in foot and metre), let (d;)
and (b;) be Euclidean associated bases, let ||by||q = A (change of unit coefficient), so (-,-)q = X2(-,")s

0 —c b a
And Goq =% G, and &y, =" &,,. Suppose Qa=| ¢ 0 —a|,thus[d,]iz= |0 |, cf (E.22).
-b a 0 c

Then (change of representation vector for ):

e If (b;) and (d@;) have the same orientation, then &, = Ad,, (E.23)

e If (b;) and (d@;) have opposite orientation, then @& = —\iq, '
E.g., if l;i = \d; for all i (change of unit, same orientation) then &, = AdJ,, and if by = —\d1, by = Ada,
bs = A\ds (change of unit, opposite orientation) then &, = —\dJ,.

NB: The formula &J, = £\d, is a change of vector formula, not a change of basis formula.

Proof. Apply (E.19). un

Notation: If (-,-), is imposed, then @, ="°%d .
0 -1 0
Interpretation of W.: Suppose [z = a1 0 0 |. So Q is the rotation with angle 7 in the
0 0 0
0
horizontal plane composed with the dilation with ratio a. And [Je]jz = a | 0 |, thus &, = aés is
1

orthogonal to the horizontal plane, hence & /A, is a rotation around the z-axis composed with a dilation
which coefficient is «.

0 —c b
Exercice E.15 Let 0 s.t. [Qlz= | ¢ 0 —a | (see (E.22)). Find a direct (relative to (¢;)) or-
-b a O
0 —1 0
thonormal basis (b;) s.t. [ 5 = Va?+b>*+c* | 1 0
0 0
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111 E.3. Pseudo-cross product, and pseudo-vector

a -b
o Be 7 _ 1 7 . 7 _ 1
Answer. Let by = r7a—, so [b3]je = Ve (l;) Then let by be given by [b1]z = Torr ( g ), SO

—ac
—be |. Thus (b;) is a direct orthonormal

a® 4+ b?

basis, and the transition matrix from (&) to (b;) is P = ([51]|g [52]|g [l_):;hg) With [©] ; = P~1.[Q]js.P (change

of basis formula), where P~ = PT (change of orthonormal basis).

0 —c b —b —ac
With [th.[iﬁhg =——2 | ¢c 0 —a].|a]|=—"—— —be = \/a2+b2+02[l_;2hg (expected),
P\ b a0 0 biret \ o2 + b?

El 1 53. Then let 52 = 83 Ne 51, that iS, [52]|g =

1 1
\/a2+b2 \/a2+b2+c2

0 —c b —ac bc? + b(a® + b?)
Qz.[ba)je = e ——L 0 —al|.[ -b = L _ 1| —a?—a@®+b?) | =
[ ]l 2 [ 2]| 2 /02 +¢2 v/a2+b2+c2 —Cb u Oa 2 —|—Cb2 b2 42 /a2 +b2+c2 acabca_((;bc )
—Va?+b*4c? [51]@ (expected), and [Q]|g.[53]|g = [0] (expected since bs | @) Thus [Q].P =
Va2+b2+¢ ([ba]je —[bi)je [0]1)- And (P71[Q))2.P)i; = (PT.[Q])e.P)i; = [b:i][2.[Q 2. [b;] ) gives the result. o
E.2.5 Curl

Definition E.16 If ¥ is a C*! vector field, if (¢;) is a Euclidean basis in R_é, and if ¥ = Ele v'€;, then

the curl (or rotational) of ¥ relative to (&;) is the vector field curl,# = rot. given by

3 Ouvz __ Ovy
- avi+2 8vi+1 - 93 93
- - . P) P)
curl .0 = E (8 — )€, le [eurlet]e= | 72t — 52 |- (E.24)
=1 Ti+1 Ti42 vy _ Ovug
6$1 8:172
0
- _, oz U1
And curl, ¢ =noted ¥ A, ¢ (notation due to the matrix product 8%2 Al vg |).
U3

Oz

Proposition E.17 Let Q(t,p;) = du(t.p) —di(tpe)”

Euclidean basis (€;), cf. (E.21). Then

and &, (t,p:) be its associated vector relative to the

1 -
Ge = Ecurle{)’. (E.25)

Ovy _ Ovy Qv _ Oug
Oxo Oz Oxs3 Oxy

=11 0 g%i — 27::2 , with [Q])z antisymmetric. Thus (E.22),
0

(E18) and (E24) gives (E23).

E.3 Pseudo-cross product, and pseudo-vector

Framework: M3, the space of 3 x 1 matrices: We leave the framework of the vectors in R3 to enter the
matrix world.

E.3.1 Definition

Definition E.18 A column matrix is also called a pseudo-vector, or a column vector.

O
Definition E.19 The pseudo-cross product A : M3 x M3; — Mag; is defined by

L1\ o (W1 L2Y3 — T3Y2 noted O
z2 | A y2 | = | @3y — 21y3 = [Z]AlY), (E.26)
T3 Y3 L1Y2 — L2Y1
T1 hn

notation used when [Z] := [ z2 | and [¢] := | y2 |. So the pseudo-cross product of two pseudo-vectors
T3 Y3

is a pseudo-vector (is a matrix).
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112 E.4. FEzamples

E.3.2 Antisymmetric matrix represented by a pseudo-vector

0 —c b
Definition E.20 Let A = [4;;] = [ ¢ 0 —a | be an antisymmetric matrix (A;; = —A;; for all
—b a O
a
i,7)- The pseudo-vecteur & associated to A is the column matrix &= b | . So,
c
50 ) Y1 co [N ) Y1
Al =wAly]|, ie. A |y | =wA |y |, forall matrix [¢] = | v | . (E.27)
Y3 Y3 Y3

E.3.3 Antisymmetric endomorphism and its pseudo-vectors representations

Let R?® be our usual affine space, (-,-), be a Euclidean dot product, and (€;) be a (-,-),-Euclidean
associated basis. Let  be an antisymmetric endomorphism relative to (-,-)4, so O = —Q, of. (E.13).

Thus [©]|z is an antisymmetric matrix. Call & the associated pseudo-vector, i.e., cf. (E.27), for all i € IRT'?’,

e]¢)
[ e.[7]je = WA[Y] e (E.28)
This formula is widely used in mechanics, and unfortunately sometimes noted Q.4 = J A ¥

Be careful: (E.28) is not a vectorial formula; This is just a formula for matrix calculations which
gives false result if a change of basis is considered; E.g., with (d1, d2, ds) be a (-, -)g-Euclidean basis, and

(b1, by, bs) = (—dy, @, ds). So (by) is also a (-, -)g-Euclidean basis, but with a different orientation.

-1 00
1- Vector approach: Let P be the transition matrix from (@) to (b;),so P = | 0 1 0 |. Let
0 01
0 —c b
Qa=1| ¢ 0 —a |. Thus, Q being an endomorphism, the change of basis formula gives
b a O
-1 0 0 0 —c b -1 0 0 0 ¢ —b
Q=P [ QaP=[0 1 0].[ c 0 —a 0 1 0)=(-c 0 —al|. (E29)
0 0 1 b a 0 0 0 1 b a 0

Thus the vectors &, and &, are given by (E.22):

a a Lva = ad’l + bC_I:Q + CC_ig,
[Qa]‘g = b s [va]‘g = —b s i.e. - - - thus va = —(I)'a . (E30)
LUb = (Lbl — bbg — Cbg,

(Or apply (E.23).)

O )
2- Matrix approach (E.27) gives [Q]z.[7] = 8a Aly] and [Q]‘b [¥] = 8;, Aly], with
O “ “ O O
We=1|b and wpy=| b |, so |WgF#* Wyl (E.31)
—c

O . . . . . .
And @ does not represent a single vector either, since it does not satisfy the vector change of basis formula
O O O . . . P .
wp # P~1.w,. Thus w is not a vector (is not tensorial): It is just a matrix (called a “pseudo-vector”).

E.4 Examples
E.4.1 Rectilinear motion

Let O : [t1,t2] X Obj — R™ be a C' motion. Let ty €]t1,t2[ and Poy € Obj.
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113 E.4. FEzamples

Definition E.21 The motion of Py, is rectilinear iff, for all ty,t € [t1,t2],

5130{27 (t> - &)PO@ (tU)
=t

| @r,, (to), (E.32)

Fryy (1) _ _
fe. Vio,t € R, 3ag,, € R, 20700 G (1), (Bug., By () = O + (t—t0)%e1.)

The motion of Ppy; is rectilinear uniform iff, for all ¢, ¢ € [t1, t2], with p(t) = EI;(t, Foy; ),

Bp, (1) = Py, (o) + (t—t0) Bpy, (o), ie. p(t) = plto) + (t—to) V' (to, p(to)) (E.33)

(the trajectory is traveled at constant velocity).

E.4.2 Circular motion

d : [to,T] x Obj — R? is a motion, ®% is the associated motion, P = EI;(to Poy;). Let (El,Eg) be a
Euclidean basis. The motion @ is a circular motion iff, for all ¢, O®%(t) = (¢ VE1 + y(t)E, with
{ z(t) = a+ Rcos(0(t))

y(t) = b+ Rsin(0(t)) (E.34)

for some R > 0 (called the radius), some a,b € R, and some function 6 : R — R. And ( > Oc € R?

is the center of the circle and 6(¢) is the angle at ¢. And the particle Poy (s.t. d(t, Poy;) = P) stays on
the circle with center O¢ and radius R.
The circular motion is uniforme iff, for all ¢, 6”(¢t) = 0, that is, Jwy € R, Vt € [t1, t2], 6(t) = wot.

Notation: F%(t) = (’)chﬁg(ti, ie

F8(t) = Reos(0(t) By + Rsin(0(t) By, so [88(1)] 5 = <§‘;f§<(z((gg) . (F.35)
Thus the Lagrangian velocity of a circular motion is
70 = @80 = ()@, s [Fle = R0 (o)) (E.36)

(orthogonal to the radius vector 1713’ (t) is to @5(t)). And the Lagrangian acceleration ﬁz@ (t) is given by

a — Rp" n(6(t)) 12 [~ cos(0(t))
Ehole = row (i) )+ re@? (i) (E3)
Then consider the orthonormal basis (€, (t),p(t)) given by
- A8, (cos(B(t)) d e — (—sm)
& ®he = bz pphe = (sin(O(t)))’ and  [&(®)] ( cos(0(1)) ) (B.38)
We get
Vi =R9'é and TR =R(0"&—(0)%E). (E.39)

Immersed in R3, the vertical line being given by Es:

Vi) =3(t) AG4(t), where @(t) =w(t)és and w(t) = 60/(t). (E.40)
So . J
Tt = d“; FY+TAVE = R(di: & — w2E,). (E.41)
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114 E.4. FEzamples

E.4.3 Motion of a planet (centripetal acceleration)

Nlustration: O is e.g. a planet from the solar system. (€7, €, €3) is a Euclidean basis (e.g. fixed relative to
stars an (€7, €;) define the ecliptic plane), (-, -)4 is the associated Euclidean dot product, ||.|| the Euclidean
associated norm, O an origin in R? (e.g. the center of the Sun), R = (O, (¢})), ® : [to, T] x Obj — R3 is a
motion in R, cf. , Pto =noted § and Fho .= O, —noted @ are the associated motions, cf. —.
So the Lagrangian velocities and accelerations are given by

~ d® dg; - d*® d*G
To(t) = L) = 20, and Ap(t) = (1) = SEL 0. (E.42)

Definition E.22 The motion of a particle Foy; is a centripetal acceleration motion iff the particle is not
static and, at all time, its acceleration vector A(t) points to a fixed point F' (focus).

We choose a focus F to be the origin of the referential: @ := F. So, for all t, ODp(t) || Ap(t)

— — —

Op(t) A Ap(t) =0, ie. @p(t) A Ap(t) = 0. (E.43)

Remark E.23 A rectilinear motion is a centripetal acceleration motion, but such a motion is usually
excluded in the definition [E:222] .

Example E.24 The motion of a planet from the solar system is a centripetal acceleration motion: An
elliptical motion with one focus is at the center of the Sun. un

Example E.25 The second Newton’s law of motion | f=m7 (Galilean referential) gives: If at all time
>~ f is directed to a unique point F, then the motion is a centripetal acceleration motion. .

Definition E.26 The areolar velocity at ¢ is the vector

2(t) = 5@ (1) A V(1) (E.44)

Proposition E.27 If ® is a centripetal acceleration motion, then the areolar velocity is contant, that is,
42 (4) = 0 pour tout t, so
Z(t) = Z(ty), Vt. (E.45)

That is, the position vectors sweep equal areas in equal times. And Z (to) = 0 iff ® is a rectilinear motion.
If Z(ty) # 0 then :
- @p(t) and Vp(t) are orthogonal to Z(ty) at all time t,
- The motion of the particle Foy; takes place in the affine plane orthogonal to 7 (to) passing through O.
- Vi (t) never vanishes.

Vo (t )+t t)AAp(t) = 0+0.
t) # 0 pour tout ¢, and
(to) for all ¢, thus Ap( ) is

Proof. (£.44) and (E.43) give 222 (1) = 22 (6) A Vh (t) + G(t) A L2 () = Vo (1) A
Thus Z is constant, Z( )= (tg) for all t. In particular, if Z(fy) # 0 then Z(t

o Z(t) = 2@ (t) A Vp(t) gives that @p(t) et Vp(t) are orthogonal to Z
orthogonal to Z(f), cf. (E.43).

e The Taylor expansion reads @p(t) = @p(to)+Vp (o) (t—t +f (7)(t—7)2 dr, with Vp(t) L ﬂ(to)
and Ap(1) L Z(o) for all 7, thus @p(t) — @p(ty) L Z(ty) for all 7, that is Op(t) — (ﬁg —S (to)
for all 7, Thus p(t) belongs to the affine plane containing P orthogonal to Z(to), for all t. And @ =
Bp(to) L Z(ty), thus O belong to the same plane.

o Z(t) = Z(ty) # 0 implies Vp(t) # 0 for all ¢, and gives: (@p(t), Vp(t), Z(ty)) is a positively-
oriented basis. Since @p and ‘7p are continuous and do not vanish, since 7z (to) # 0 we get: Fop “turns
around Z(ty)” and its velocity never vanishes.

If Z(t) = 0 then @p(t) || Vi (t) for all ¢, cf. , so Vi (t) = f(t)@p(t) where f is some scalar function.
And Vp(t) = @' (t) gives @' (t) = f(£)@p(t), thus Gp(t) = Gp(t)er ) where F is a primitive of f s.t.
F(ty) = 0, thus @p(t) || @p(to), so ODp(t) || ODp(ty), for all t: The motion is rectilinear. ua
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Interpretation. (Non rectilinear motion.) The area swept by gp(t) is, at first order, the area of the
triangle whose sides are gp(t) and @gp(t + 7) (“anglular sector”). So, with 7 close to 0, let

= 1

Se(1) = 5@p(t) Agp(t+7), and  Si(r) = 15 (1)l (E.46)
the vectorial and scalar areas. With @p(t+7) = @p(t) + Vp(t)T + o(7) (Taylor) we get
- 1. .
5e(7) = 50p(t) A (Ve ()7 + o(7)), (E.47)

§t () 7§(0)

Since S,(0) = 0 we get =13p(t) A Ve (t) + o(1), then

—

ds. 1. a - >
B 0) = Loty 1 To(t) = Z) = Z(w) (F.48)
thanks to (E.45)), thus
ds, ds,
Droy="To), Ve loT) (5.49)
dr dr
that is, the rate of variation of S, is constant. And with [|S;(A7)||2 = (S4(A7), S;(AT)) we get
d||S,]|? ds, 5
=9(— E.
o (A1) =2( = (AT), S(AT)), (E.50)
so, since S(0) = 0,
d|| S
=0. E.51
S0y =0 (B.51)

So the function ¢t — §t 0)||? = S;(0)2 is constant, thus t — S;(0) est constant, and 451 (()) is constant.
dr

Exercice E.28 Give a parametrization of the swept area, and redo the calculations.

Answer. Let

o —

r(t) = llge(®)[l, 0(t) =p(t)OP (angle), (E.52)
then
r(t) cos(0(t))
Zp(t)=| r(¥) sin(&(t))) (E.53)
0
Thus
. r'(t) cos(0(t) — r(t))0'(t) sin(0(t))
Ve(t) = | r'(t)sin(0(t) + r(()t))@’(t) cos(0(¢)) | - (E.54)
With we get
0
Z@t) = 1 ( 0 ) . with 72(£)8'(t) = r*(t)6’ (fo) (constant), (E.55)
()0 (t)
cf. . A parametrization of the swept area is then
~ (10,1] x [to,T] — R® . pr(t)cos(6(t))
A: { . } , A(p,t) = | pr(t)sin(6(t)) | . (E.56)
(p:t) = Alp,t) 0
Therefore, the tangent associated vectors are
od r(t) cos(6(t)) oA pr'(t) cos(0(t) — pr(t))0'(t) sin(6(t))
B, Pt = r@®sin(O@) |, F(pt) = | pr' (1) sin(0(t) + pr(1))0'(t) cos(0(1)) |, (E.57)
P 0 0
hence the vectorial and scalare element areas are
T T 0
L 0A A 2y
do = (ap A En )dpdt <pr299dpdt> , d pre0 dpdf. (E.58)
Therefore the area between % and ¢ is
! ¢ 2 / 1 § 2/
Alt)=A ro(7)0" (1) dpdT = = r(7)°0' (1) dr. E.59
W=aw+ [ [ o=y [ rrew (E:59)
Hence
A'(t) = r(t)%0(t) = r(t)?0' (to) (= constant = || Z(to)|]), (E.60)
cf. E55 I.l
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Exercice E.29 Prove the Binet formulas (non rectilinear central motion):

1 dE - z3 1 d’1
Vt2=22(— —’"Q)t r t:——o(f T)t*rt E.61
P() 07’2+(d9) ()a P() r2 7"+d02 ()6(), ( )
for the energy and the acceleration.
- . . . - cos(6(t))
Answer. Proposition [E.27| tells that ® is a planar motion. With (E.52) and é,.(t) = sin(6(1)) we have

B(t) = r(t)e-(t) (in the plane). Let &(t)

(it )

V) = e )+ r(0) 7 (1) = o (06 (1) + (00 (D60 (1).

And €.(t) L €y(¢) gives

VE() = (' (£)* + (r(8)8' (1))
Since 0'(t) # 0 for all ¢ (non rectilinear central motion) Let s(6(t)) = r(t). Let us suppose that 6 is C*, thus
0’ >0o0r 6 <0,and 0:t— 0(t) defines a change of variable. And

r'(t) = s'(0()8 (¢).
And l} and 0'(t) = ,.z)Zﬁ give

V2(t(9) = (s’(e))zrf(ot) + rz(t)rf&) = Zg((i'4(99))) + 5219)) = ZS[(%(G)) + 52}9)1-

Thus r(t) = s(0) and % := 2% give the first Binet formula. Then

’ dgr " dé'e

£50) = (070 + /(0 27 (1) 4+ (7 (00 (1) + r()0” () 1) + (00 (1) 22 1)
with % || €0, and %(t) = —0'(t)é-(t), and & L T (central motion), we get
L(t) = (7" (t) = r(0)(0'(1))*)&: ().
And ) i
(0 =500 (0 = (0) 205 = 20538 =~ 205 0),

thus 21 ) pi

(1) = =2 G500 (1) = ~ 302 0),
which is the second Binet formula. un

E.5 Screw theory (= torsors, distributors)

See https://perso.isima.fr/leborgne/IsimathMeca/torseur.pdf

F Riesz representation theorem

F.1 The Riesz representation theorem

Framework: (E,(-,-),) is Hilbert space, i.e. E is a vector space equipped with an inner dot product (-, ),
such that, with the associated norm defined by||v]|; = /(U,7),, (E,]|.||g) is a complete space. And
E* = L(F;R) is the space of the linear and continuous forms on E (the space of linear “measuring tools”)
equipped with its norm |[{||g- := sup [£.Z] < oc.

|Z]|g=1

e We have the easy statement:

VU € E (vector), v, € E* (linear continuous form) s.t. vy.& = (¥, %)y, VZ € E, (F.1)

and |[vg||p+ = [|v]lg. (Usual notation in finite dimension: v,.& = ¥ &, or simply v.&’ = T7 if a
chosen (-, -), is imposed to all observers.)

Indeed: Define v, : E — R by v4(Z) = (¥, &), for all £ € E; The definition domain of v, is E and
vy is trivially linear; And the Cauchy-Schwarz inequality gives |vg(Z)| = |(¥,Z)4| < [|0]]4]]Z]]g for all
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117 F.2. The Riesz representation operator

Z € E, thus |jvg||g- < ||U]]g < o0, thus v, is continuous; And |vy(7)| = [(T,7)4| = ||7]|g|V]|g, thus
|lvgl|+ = [|0]]g, thus |[vg|[e~ = [|]]4-

e The Riesz representation theorem concerns the converse: If you choose an inner dot product (-, )4

in E (e.g. English of French), then you can represent a “measuring tool” £ € E* by a vector é_;] e E:

Theorem F.1 (Riesz representation theorem, and definition) (E,(-,-),) being a Hilbert space,
V¢ € E* (linear continuous form), EI!E_;, € E (vector) s.t. L.Z = (E_;,,f)g, Vi e E, (F.2)

and ||£7 llg = . And Zg is called the (-, ) Riesz representation vector of £ (depends on g).
(Usual notatwn in finite dimension: v,.T = U+ &, or simply v.& = U« if a chosen (-,-), is imposed

Y
to all observers.)

Proof. Easy in finite dimension: With a basis (€;), if [{]jz= (1 ... £,) (row matrix since £ is a linear
form) then (F.2) gives [¢] .7, = [£,)% (9] 7]}z, thus [f]: = [g] 2" [T (column matrix), thus .

General case, infinite dimension (e.g. £ = L?(2) and the finite element method): If ¢ = 0 then

Zg = 0 (trivial). Suppose £ # 0. Hence Kerl = £=1({0}) # {0} (the kernel). Since ¢ is continuous,
Ker/ = ¢71({0}) is closed in E. Thus, if # € E, there exists a (unique) Zy € Kerl (called its (-,-)4-
orthogonal projection on Kerf), given by Yijo € Kerﬁ (T — T0,%0)g = 0, and & — & L, Kerl. Choose

a & ¢ Kerl (possible since £ # 0), and let 7 := 20— It is a (-,-),-orthonormal vector to Ker,

[1£—Zollg
and (Ker/)t = Vect{fi} since dim(Kerf): = 1 (dimension of the codomain of ¢ which is R see next
exercise [F.2). And E = Ker/ @ (Kerf)" since both vector spaces are closed (an orthogonal is always
closed in a Hilbert space). Thus if ¥ € E then 3X € R s.t. & = @ + M1 € Kerl @ (Kerﬂ) Hence

(@, 1)y = )\ and LX) = 04+ M(7R) = (T, ﬁ)é(ﬁ) = (Z,¢(R)7)y (bilinearity of (-,-)y); Thus € = ()7
satisfies . And if £,y and £,y satisfy (F.2) then (fy; — 49, %), = 0 for all & € E, thus £y — 292 =0.

Thus 7, is unique. And ||| =Gauchy 1,

Ex = SUP)|z||,=1 |€( r)| = SUp||z||,=1 |(Lg, %)gl =Schwarz v

Exercice F.2 Prove: If / € E*—{0} then dim(Ker/)* =1 (= dim(Im(¢)) = dimR).
(Kerf)* — R

T = lgerer T = 0.7
It is linear (since £ is), it is onto since £ is linear and £ # 0. And it is one to one since £y L (¥) = 0 = £(%) gives
€ (Kerf)* N Kerl = {0} thus Z = 0; Thus dim(Ker/)* < dim(R) = 1.

Answer. 7 € (Kerf)* gives dim(Kerf)* > 1. Consider the restriction {KereL

F.2 The Riesz representation operator
The Riesz representation theorem gives the (-, -),-Riesz representation operator
A E* - FE
"l 0 = R,(0):=10,, sowith (R,(0),7), =107, Vi€ E.
So ﬁg is a change of variance tool:

R, transforms a « covariant £ » into a « contravariant £, » thanks to the tool (-,-),.

Exercice F.3 Prove: Eg is an isomorphism between Banach spaces.

Answer. Linearity: (Ry(£+ Am), &)y = ({ 4+ Mm).& = L3 + Im.Z = (Ry(0), )y + MRy(m), Z), = (Ry(€) +
ARy (m), &), for all &, gives Ry(£+ A m) = Ry(£) + ARy(m). Bijectivity thanks to (F.1) and (F.2). And the norm
is unchanged since ||44||g = ||€]| £+ un

B (fundamental): ﬁg is not canonical since it requires a man made tool (an inner dot product chosen
by some observer) to be defined. (An isomorphism E <+ E* can never be canonical, see § [T.2])

And with G the set of inner dot products in E, we have thus defined the Riesz representation mapping

R Gx E* - F
R:{ S S (F.4)

(9.0) — R(g.0) ==y = Ry(t) = {{g).

So R has two inputs: A choice (-,-)4 by an observer for the first slot, a linear form for the second slot.
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118 F.3. Quantification with a basis

F.3 Quantification with a basis

Here E is finite dimensional, dim E = n, ¢ € E* (a linear form), (-,-), is an inner dot product, (€&;) is a
basis, (m;) is the dual basis (classical notations). Let

9i5 = 9 62,€] = ZE Teis Z = Z(@)Zé;, ﬁg.ﬁej = ZR”é;" (F5)

=1 i=1

ie. [gliz = [94], [}z, = (L1 ... L) (row matrix), [ﬁ:,]‘g = : (column matrix), [R’g]ﬂe,g = [Ryj].
(Duality notations: £ = 31" f;el, £y = S (LLél Ry.el =S 1R 98, [Ryles = [RY].)

Proposition F.4

n n

[Gg) =1g) 1107 | and [Rg]=1[g]™", ie. (fg)i=> ([g) ") (0); =D (By)i;(0);. (F.6)

Jj=1 Jj=1

Pull notation: (7y)e = (o)) (f),)7 and [y}, o = ([a)e) )
Duality notation to see the change of variance induced by (-,-)4 (bottom index for ¢, top index for {):

n

6= "RV, (F.7)

or ly = Y7_ g5 when ([g]7!)y; =" [¢%7] = [RV].
Proof. (F.2) gives [eh (7)) = [0y [g))-[#] ¢ for all &, thus [£)z = [g]T.[g]j, thus [g]2.[0) 1z = [T (since
[9)je = [9]- ) thus [£,] = [g] (4"

And R,. =E3 7, ly gives >0 (€); ﬁ Z?:l(@)ié}, thus >0, (0); Ri€; = Z?:l(f_;,)ié;—, thus
PO 1RU(€) (£y): for all i, thus [R,]. H = [0;]. Thus [R,] = [g] "

Remark F.5 If a chosen inner dot product (-,-), is imposed (e.g. Euclidean foot based) and if duality
notations are used, then a usual notation for 7, is ¢%, because the bottom index i in ¢; has been raised
by R, to give ¢i =noted gi Then (F.2) and (F.6) read (isometric framework), with ¢ := ¢, = 3", ('¢;,

o 4
(E=/0+7 and S =l | (F.8)
o 4,
We won’t use this ¢# notation (we deal with objectivity: No isometric framework imposed). .

F.4 Change of Riesz representation vector, and Euclidean case
Let £ € E*, let (-,-)4 and (-, -)n be two inner dot products, let Zg = ﬁg(f) and €, = Ry, (0):
VEEE, (ly,8), =02 = (ly,D). (F.9)
Proposition F.6 For any basis (€;) in E, we have the change of Riesz representation vector formula:
[(Blie-ll]ie = o) oGl iee [Onlje = [l 2" [g)je-[dg) - (F.10)
In particular (for the Euclidean case), with A\ > 0:
If (-)g=X2(-,-)n then £, = \20,. (F.11)

Conversely, if f;, = X20, for all linear forms ¢ € E*, then (-,-)g = A2(-, ).
So, a linear form ¢ cannot be identified with a Riesz representation vector (which one: Z_;]? ln ?); So

R 4 (0) is not objective (a R1esz representation vector R ¢(0) is not intrinsic to a linear form £).
NB: -) l) is a “change of vector” formula; It is not a “change of basis” formula (for one vector
and its two sets of components).
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119 F.4. Change of Riesz representation vector, and Fuclidean case

Proof. (F.9) gives [7]7.[g] e [0y)c = (7% []j (0] for all 7, hence [g]0.[0,]je = [h]je-[0h] e, ie. .
In particular A?(-, ), = (-, ), give A2 (E T)p = (Kg,x)g =ED (g, 7),, for all Z, hence )\QZQ = {p.

Converse: /\26_;, = 0, for all ¢ gives X2 (ﬁg,z)h = (lp, D)1 (E_;),:E’), for all # and for all ¢, thus for
all Zg thanks to the isomorphism R, : ¢ € E* — Zg = R,() € E, cf. (F.3), thus X2(-, ), = (-, g n

Example F.7 If (-, ), and (-, ), are the Euclidean dot products made with the foot and the metre then,

with ,

()9 =22, = =X, with A\2>10: (F.12)

So the same linear form ¢ is represented by quite different vectors by an English observer (é; “small”)
and by a French observer (£, “big”)! So a Riesz representation vector is (very) subjective, and certainly
not “canonical” (a word that you may find in books where... nothing is defined... nor justified...).

E.g., aviation: If you do want to use a Riesz representation vector to represent a £ € R™™, it is vital to
know which Euclidean dot product is in use, see also remark (Mars Climate Orbiter probe Crash).
Recall: The foot is the international unit of altitude for aviation. .

Example F.8 If f € C*(R";R) and p € R", the differential of f at p is the linear form df(p) € R™*
defined by, for all i € R™,

df (p) 7 = limy flo+ MZ) — f(p)

(definition independent of any inner dot product), (F.13)

see 1} Now if you can choose an inner dot product (-,-), then you can define the gradient gradgf(p):
It is the (-,-)4-Riesz representation vector of df (p):

—

grad, f(p) = Ry(df(p)), ie. df(p).d = grad,f(p) e« @, Vi € R™. (F.14)

E.g. ) gives
grad,, f(p) = grad f(p) with A\?>10 (English vs French) : (F.15)
The gradient is very dependent on the observer (the gradient is subjective, the differential is objective). ou

Remark F.9 The “gradient” is observer dependent; We already had this observer dependence for the
usual derivative in the 1-D case f : 2z € R — f(z) € R; Question: What does f/(z) = 3 mean?

Answer. 11- For one observer, it means f/(z) = limy_,q w but... where in the departure
space this observer has chosen a basis vector @ of length 1 for him (e.g. length 1 foot) which he calls 1;
So, with no abusive notations, his derivative f’(x) is in fact f.(z) = limp_0 w

LG tE) |y

12- For some other observer, it means f/(z) = limp_,q . where in the departure

space this observer has chosen a basis vector b of length 1 for him (e.g. length 1 metre) which he calls 1;
So, with no abusive notations, his derivative f’(z) is in fact f(z) = limp_o w.

13- Both observer use the same formula f'(x) = limj,_o W but get different results! Indeed,
if b = A\d@, then

. f(gc+hl;})l —f@) o fakhAd) = f@) L ) = f@) f(x+kd’k); /()

h—0 h—0 h h—0 hA k—0

thus, with foot and metre,

fi(x) = Afl(z), with A~3.28 so fi(z)# f.(z). (F.16)

In fact f'(x) = opposite side

= i —— depends on the length of the adjacent side: In foot? metre?... .
adjacent side

Exercice F.10 We have f/(z ) =19 \f/ () and grad, f(z) =1 \2grad, f(z). Why?

Answer. Because ) does not use the Riesz representation theorem. Details: (@) and (b) are two bases
in R, associated inner dot products (,)a and (-,-)p, b = Ad, thus (-, )a = A, And fi(z) = df(z).q;
Thus (gradfy(z),b), =ED df(z)b = fi(z) = \df(z).d B o) Mgradfa(z), @)a, thus (gradfy(z),\d), =
M (grad f. (z), @)s, thus gradfy(z) = A2grad fa(z). un

119



120 F.5. A Riesz representation vector is contravariant

Exercice F.11 With ||.||; = A||.||» we have \|Zh||g = A||€h]|n- Does it contradict the Riesz representation

theorem which gives ||¢|| = ||Zg||7
Answer. No, because ||¢|| := sup; % depends on the norm ||.||z» chosen; Here ||.||z» is either ||.||g or ||.||x.
: 0.3 X 0.7

And if ||4]|4 = supfw (you have chosen the ||.||zn := ||.||¢), then ||{|[n = sup;.gn W = SUP;cpn %‘Hﬁ\‘lg =
ASUp i “f;;‘"q = \||€||,- Don’t forget: |||| = sup(...) depends on the choice of a norm: ||.|[4? ||.|[n?
F.5 A Riesz representation vector is contravariant
6_;, is a vector in E, cf. 1} so it is contravariant. To be convinced:
Exercice F.12 Check:

[Eg]‘new = Pil.[éﬂghold (contravariance formula). (F.17)

Answer. Consider two bases (€p14,;) and (€new,:) in E. With the change of basis formulas [Z]new = P_l.[fhold
and [g]jnew = PT.[g]|Old.P, 1' gives, for all 7,

(7] 1a- 9] jota- o) ota = .7 = [E]Frenw-[9] jnew - [€] inew

T -7 T ph T S (F.18)
= ([I]\old'P )(P '[g]\old~P)-[€ghnew = [m]|old~[g}\old-(P-[ég]\new)y
thus [Zg]‘old =P [Zq]‘new since [g] is invertible (an inner dot product is positive definite), thus ll un

Remark F.13 e Dont forget: A representation vector Zg is not intrinsic to the linear form ¢ because it
depends on a (-, -), (depends on a observer: foot? metre?)). More generally, there is no natural canonical
isomorphism between E and E*, see § [T.2} It is impossible to identify a linear form with a vector.

. !79 is not compatible with the use of push-forwards, cf. §

. Zg is not compatible with the use of Lie derivatives, cf. (9.54). ]

F.6 What is a vector versus a (-,-),~vector?

1- Originally, a vector was a bipoint vector ¥ = AB in R3 used to represent of a “material object”.
E.g. the height of a child is represented on a wall by a vertical bipoint vector & starting from the ground
up to a pencil line. The vector & is objective: Any observer uses this same vector to get the height of the
child... and then use “their subjective unit” (foot, metre...) to give a value.

2- Then (mid 19th century), the concept of vector space was introduced: It is a quadruplet (E, +, K, .)
where + is an inner law, (E,+) is a group, K is a field, . is a external law on E (called a scalar
multiplication) compatible with + (see any math book).

And the concept of scalar inner dot product (in a vector space) was introduced.

3- We can then get non “material” vectors (“subjectively built vectors”). E.g.: start with our usual
vector space R™ of bi-point vectors, and consider its dual R™*. Then, for a given £ € R™* (a given measur-
ing device), consider two observers: An English observer with his foot built Euclidean dot product (-, -),
and a French observer with with his metre built Euclidean dot product (-, -),. These observers build their
own artificial Riesz representation vectors Zg = ﬁg(f) € R™ and 0, = By,(0), cf ; They remark that

[g # Eh: Because these artificial constructions are very subjective.

4- Then, with differential geometry, a vector ¥ has been redefined: It is a “tangent vector”, which
means that there exists a C! curve c: s € [a,b] — ¢(s) € E such that ¥ is defined at a p = c(s) € Im(c)
by @(p) := &’(s) (so a vector is part of a vector field, here defined along the range of ¢). (Advantage:
This definition of a tangent vector is applicable to “tangent vectors to a surface” i.e. tangent vectors to
a manifold, see e.g. § 2—.) Then it is shown that ¢ is equivalent to % = the directional derivative
in the direction ¢ (natural canonical isomorphism between E and E** see § . For other equivalent
definitions of vectors, see e.g. Abraham—Marsden [I].

F.7 The “(-,-),~dual vectorial bases” of one basis (and warnings)

Framework: E is a finite dimensional vector space, dimF = n (e.g. E = I@) An observer chooses

an inner dot product (-,-), (e.g., in Rté, a foot-built Euclidean dot product). Hence the results will be
subjective. And (¢€;) is some basis in E.
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121 F.7. The “(-,-)g-dual vectorial bases” of one basis (and warnings)

F.7.1 A basis and its many associated “dual vectorial basis”

Definition F.14 Let (&;) be a basis in E. Its (-, -)4-dual vectorial basis (or (-,-)4-vectorial dual basis, or
(+,-)g-dual basis) is the basis (&,) in E defined by

\V/'] = 1, ceey 1, (gig;gj)g = 57;]‘, i.e. (F].g)

NB: A vectorial dual basis is not unique: It depends on the chosen inner dot product, see e.g. (F.22).

Let (m;) be the (covariant) dual basis of the basis (€;): The m.; are the linear forms defined by
Tei-€; = 0;; for all j, cf. (A.7). The m.; € E* are objective (the same for all observers).

Definition F.15 (Equivalent definition.) The (-,-),-dual vectorial basis of the basis (&;) is the basis
(€ig) in E made of the (-,-)4-Riesz representative vectors of the m;, i.e.

€ig = Ry(mei) |, so defined by &g« ¥ = 7ei.0, VU € E. (F.20)

where R, is the (-,-),-Riesz operator, see (F.3). (So the &, are subjective).
Duality notations: (e') is the dual basis and €, := Ry(e), i.e. (€;4,7)y = €'.¥ for all 7 € E; The
position of the index i is down on the left and up on the right, because ﬁg changes the variance type.

NB: Pay attention to the notations: €4 is a contravariant vector: €, € E. So if you use the Einstein
convention then the index 7 in €;, must be a bottom index:

Exercice F.16 Prove that the vectors €;, satisfy the contravariant change of basis formula

[€ig)inew = P~ " .[€igliota  (the €j4 are “contravariant vectors”). (F.21)

Answer. e First answer: €, is a vector in F, thus it is contravariant.

e Second answer: Apply (F.17)) since €;4 is a Riesz-representation vector.

e Third answer = direct computation: Consider two bases (d;) and (b;), and the transition matrix P from
(@) to (by). 1i and the change of basis formulas give [é’j]ﬂ l9]ia-€iglia = (Gig,Ej)g = [é’j]T lg ]IE [é’ig]lg =
(P—l‘[é’j]|E)T.(PT_[g]m,P).[é’ig]lb [€5]{=-19)a- P.[€iq],5, for all 4, j, thus [€ig]z = P.[€ig] 5, for all i, i.e. .
Exercice F.17 Choose one basis (€;) in E. Consider two inner dot products (-, ), and (-,-)s (e.g., a foot

and a metre built Euclidean dot product). Call (€;,) and (€;3) the (-,-), and (-, -),-dual vectorial bases
of the basis (€;). Prove:

()a = A2, = &b = \2€ia, Vi. (F.22)
E.g., A2 > 10 with foot and metre built Euclidean bases: €; is much bigger than €;,! A vectorial dual
basis is not intrinsic to (€;) (not objective).

Answer. 1) gives (gib, €j)b = 51']' = (gia, é})a = )\Q(é'ia, é']-)b7 thus (gib - )\25¢Q, é}-)b = 51']', for all Z,j .
Example F.18 If (¢;) is a (-, -) j-orthonormal basis we trivially get &;, = €; for all ¢, i.e., (€;4) = (€;).This
particular case is not compatible with joint work by an English (foot) and French (metre) observer. oa
F.7.2 Components of €, in the basis (¢&;)

Proposition F.19 The components of €;, in the basis (€;) are given by, for any j € [1, n]y,

[€5ql1e = (l9]}2) " .[€;]jc | = the j-th column of ([g];z) ", (F.23)

i.e. the i-th component of €}, is ([g]lﬁ )ij. Thus the matrix of g(-,-) in the basis (€,4) is the inverse of the
matrix of g(-,-) in the basis (€;):

([9(Eig, €101 =) l9liey) = [9ien ™" (= (l9(@ NN (F.24)
Proof. First proof of (F.23) (straight forward calculation): (F.19) gives
Vi, g, [Ej9)12Eiglie = 615 = (@ [@je,  thus  [g)jz.[Eigje = [E]e, Vi (F.25)
Second proof of F 3): Apply (F.6) (generic Riesz representation result) to get (F.23).
T[ =) S P
e \(’ g]\ [ghe ~[€]]|e =

Then, with [g]jz symmetric, 9(679,5;'9) = [€ig]-l9lie[€g)1e = [ il

[gi]\:[;?-[g]lé_l-[‘%]\é (lglje~ )U,thus =
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122 F.7. The “(-,-)g-dual vectorial bases” of one basis (and warnings)

10

Example F.20 RT'Q, [9]je = <O 9

), thus [g]\_é'l = <(1) 9) Thus Elg =¢; and Egg = %ﬂg. n
2

Remark F.21 Warning: When ([g]‘_él)ij =noted gij then (i reads

gjg = Zgijgiv (F26)
i=1

where the Einstein convention is not satisfied. The Einstein convention is satisfied with

n

= . \i- noted = i
€ig = Z(ejg) €; n0:e Z(PJ) €. (F27)

i=1 i=1

(The components of vectors have up indices.) (And P = [(P;)"] = [P%;] is the transition matrix from (¢;)
to (€;4))- So in (F.26) g% is also another name for (P;)" = P*;.

We insist: M = [g]|z = [M;;] is a matrix, and its inverse is the matrix M~! = [M;;]~! = |N;;]: A
matrix is just a collection of scalars (has nothing to do with the Einstein convention), and its inverse is
also a collection of scalars, and you do not change this fact by calling M ~! = [M?%]. See remark

And because (P;)? equals ([g] fal)ij =noted 4 "some people rename &, as €7... toget &7 = 31 g7é;...
to have the illusion to satisfy Einstein’s convention, with is false, despite eventual claims: They confuse
covariance and contravariance... and add confusion to the confusion...

NB: Recall: If in trouble with a notation which comes as a surprise (the notation g* here), use
classical notations: Then no misuse of Einstein’s convention and no possible misinterpretation. .

F.7.3 Multiple admissible notations for the components of ¢,

Let P € L(E; E) be the change of basis endomorphism from (€;) to (€;4): defined by P.€; = €;,. And
let P = [P]jz (the associated transition matrix). It gives multiple admissible (non confusing) notations
for the components of €;, relative to the basis (€;):

n n n n
Ejg=P.& =Y Pyéi=> (P)i& =Y (P)'&i =Y P&, (F.28)
j=1 j=1 j=1 j=1
clas. dual

i.e. the i-th component of the vector €;, has the names P;; = (P;); = (P;)" = P'; or Pj, ie. P=[Plz=

[Pi;] = [(P))i] = [(P;)!] = [P?}] (four different notations for the same matrix), i.e.
Py (Pj) P (P!
Vi [Egle=Plegle={ + [=| + |=| | =] : (F.29)
Pnj (Pj)n P (2"

= the j-th column of P. You can choose any notation, depending on your current need or mood...

F.7.4 (Huge) differences between “the (covariant) dual basis” and “a dual vectorial basis”

1. A basis (€;) has an infinite number of vectorial dual bases (€;4), as many as the number of inner
dot products (-,-), (observer dependents), see (F.23]).

While a basis (€;) has a unique intrinsic (covariant) dual basis (7e;) noted (e'), cf. (A.7): Two
observers who consider the same basis (€;) have the same (covariant) dual basis.

2. T = €' is covariant, while €; and €;4 are contravariant. And there is no transition matrix between
(€;) and (me;) = (€*), since €; € E and 7.; = e* € E* don’t live in the same vector space.

3. If you fly, it is vital to use the dual basis (7.;) = (e!): It is possibly fatal if you confuse foot and
metre at takeoff and at landing (if you survived takeoff) because of the choice of different Euclidean
dot product (-,-)g or (-, )n; See e.g. the Mars Climate Orbiter crash, remark Einstein’s
convention can help... only if it is really followed.
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F.7.5 About the notation g/ = shorthand notation for (g*)¥

Definition F.22 g¢(-,-) = (-,-), being an inner dot product in E, the Riesz associated inner dot product
g, = (, ")t in E* is the bilinear form in £(E£*, E*;R) defined by, for all £/, m € E*,

gﬁ(& m) = g([gﬂﬁg)v le (év 777“)9n = (Ega"ﬁg)g' (Fgo)

where 0 = R,(¢) and 1, = Ry(m). (g(-,-) is indeed an inner dot product in E*: trivial check.)

Quantification: With (&) a basis in F and (') its dual basis (duality notations). (F.30) gives:
i F30 ,. . (F23) 1. o .
(997 = gHe' ) = 9(@ig. ), thus [¢F]l = = (9]t de |[(6)Y] =gyt (F31)
And
shorthand notation: | [(g%)¥] "2*¢ [¢%7] |. (F.32)

Classical notations: [¢°]\c = [(¢%)i;] = [9*(Tei, Tes)] = [9(ig, €jg)] = 93] " = (lg)j0) "
Exercice F.23 How do we compute g#(¢,m) with matrix computations?

Answer. ( = Y" L' and m = Y myel give g'(€,m) = YU limygt(e’,€!) = X7, li(gF)Imy =
[4)e- [gﬁ]‘g.[m]‘j; = [{]je-19] fgl[m]‘zé (a linear form is represented by a row matrix,). un

Exercice F.24 1} tells that the (g) tensor ¢* € L(E*, E*;R) was created from the (g) tensor g =
(,)g € L(E, E;R) using twice the (-, -),-Riesz representation theorem.

1- Show that if you use the (-,-)4-Riesz representation theorem just once you get the G) tensor
g% € L(E*, E;R) ~ L(E; E) which is the identity endomorphism:

g* =1 (F.33)

2- Reciprocal: What is the (g) tensor ¢° € L(E, F;R) that you create from the identity I € £(E; E)
when using the (-, -),-Riesz representation theorem once?

3- Summary: I = g% gives (1)’ = ¢* = g and (I)f = ¢*
Answer. 1- ¢° € £L(E*, E;R) is defined by " (¢, %) = (£, @), for all ({,1) € E* x E, where f, is the (-,-),-Riesz
representation vector of £. Thus ¢(£, @) = £.45 = £.1.17, for all (£,@) € E* x E, hence g* € L(E*, E;R) is naturally
canonically associated with the identity I € L(E; E).

2- The identity operator I € L(E; E) (observer independent) is naturally canonically associated with the (})
tensor I € L(E*, E;R) defined by I(¢,%) = £.1..0 = £.1 for all (¢,%) € E* x E, thus I = g u

G Cauchy—Green deformation tensor C' = FT . F

- {[tO,T} x Ohj — R"

Framework: & : ~ is a motion of Obj, 0, = ®(r, Poy,) is the config-
(t, Po@') — ‘b(t,POly')

uration of Ob at any 7. Then ®%(t,p,) = 5(t, Poy;) when p;, = &)(to,pfo), and if ¢ is fixed
Q, —Q
then ®°(p,) = ®©(t,p,) and O = B© 0 ‘ And F(P) = d®(P)
Pt = e = 2(pt)
R_g —>I§?
. _ P R — @ (deformation gradient at p;, between ¢ and ¢).
W — @l = F(ps,). W := lim (P 1 W) (P)
h—0 h
G.0 Goal

Construction of C' (summary of Cauchy s approach):

1- At 1y, consider two vectors W1 and W2 at a point P € (.

2- At ¢, they have been distorted by the motion to become the vectors F.W; and F.W; at p = ®(P).

3- Then choose a Euclidean dot product (-, -), =noted ... the same at all ¢ (to simplify);

4- Then, by definition of the transposed, (FWl) . (FWQ) = (FT.F.Wl) «W,: You have got the
Cauchy strain tensor C := FT .F;

5- Then (F.W1) « (F.Ws) — Wy « Wy = ((C—1).W,) « Wy gives a measure of the deformation with W,
as a reference, value used to build a first order constitutive law for the stress (Cauchy).
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G.1 Transposed F7T: Inner dot products required

We first recall the functional definition of F'7; Then we get the usual matrix representation of F'7 relative
to observers (quantification).

G.1.1 Definition of the function FT

At ty, a past observer chose an inner dot product (-,)g in @”, and at t the present observer chooses an
inner dot product (-,-), in @?. Let P € 4, and p = ®(P) (€ Q). The transposed of the linear map
li‘(P) f L(R};RY) relative to (',_;)G and (-, ), is the linear map F(P)gg € C(R'?,R'ZJ) defined by, for all
Up € Ry vector at P and w, € R} vector at p,

— —

(F(P)&y-p, Up)g = (F(P).Up, )y, written |(F".b)+, U =1io (FU)| (G.1)

see (A.67). Don’t forget that F" := F(P)§, depends on (-,-)a, (,-)g, a P € Q4, fy and t. Recall: F
stands for F°, so_'F(P)é;g stands for Ftto(P)gg.
So F(P)gg : R} — R} acts on vectors defined at p, which defines

Q — LRYRY)

Fg; :
g p —|F&,(p) == F(P)E,| where P=&"'(p).

Hence 1} reads (Fgg(p).iﬁp, Up)g = (F(P).Up,zﬁp)g, written in short (FT.@) .+, U = We, (F.U). Don’t
forget that F'T := Fgg(p) depends on (-,-)¢ and (-,-)y and p € Q.
Recall: F stands for F}°, so F§ (p) stands for (F{*)%, (p) (= F{*(P)§,)-

Exercice G.1 1. With the ambiguous notation FT.ZW = Z.F.W = F.W.Z = W.FT.Z, which dots are
inner dot products?
2. With ambiguous notations, what does F.W;.F.Wy = Wh.FT.F.W5 mean?

Answer. 1. No choice: (W,Z) € R, x R}, and meaning (F”.2) o, W = Zo (F.W) = (FEW) ¢ Z =W+, (F".2).

2. No choice: Wl, Wo € ]@Z), and meaning (FVTG) ’g (FWQ) = - (FTFWQ) an
Remark G.2 On a surface Q (a manifold), (G.1) is defined for all (Up, Wp) € TPy x Ty ua

G.1.2 Quantification with bases (matrix representation)

Classical notations: (d;) is a basis in I@g, and (b;) is a basis in R?. Marsden—Hughes duality notations:

(E[) is a basis in I@g} and (€;) is a basis in I@? And the reference to the points P and p is omitted to
lighten the writings (use the full notation of § if in doubt). Let

Gij = (@1, d)c, gij = (bi,by)g, Fudy =Y Fijbi, F'.by =Y (FT);;d;, (G.3)
and [G]j7 = [Gyj] "E" G, o)1= lgs] "= (o), [F) 5 = [Fis) "2 [F), [F7) 50 = [(FT)i) "2 [FT).

) gives [U17.[G].[FT @] = [F.U)T.[G).]@], thus [U])7.[G.[FT).[w] = [U]T.[F]T.[g].[@], for all U,w,
thus

[GL.IFT] = [F]".[g], ie. |[FT]=I[G]""[F]".[g]} (G.4)
(More precisely: [G]jz.[F"]; ; = [Fl 75" 9]z i-e. [F7] 52 = [Glla " ([Fl;z5)" g]5.) So
zn:Gik(FT)kj = zn:Fkigkja ie. (FT);; = z”: (G Y irFrge; (G.5)
=1 k=1 ked=1

Remark G.3 If (@;) and (b;) are (-,)¢ and (+,-)g-orthonormal bases, then [G] = I = [g], thus [C] =
[F]T.[F]. But recall: If work with coordinate systems then the bases are usually the coordinate system

bases which are not orthonormal in general, i.e. [G]~! # I and [g]~! # I in general. o
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125 G.2. Cauchy—Green deformation tensor C

Exercice G.4 Detail the obtaining of (classical notation), then use Marsden duality notations to
express (G.5).
Answer. Classical notations: (FT.b;,d@)a = (b;,F.d), and 1) gives (X0  (F)kjdr,di)c =
(Bjs Xokey Fribr)gs thus 37y (F7)is (@, @i)a = Yop_y Fri(By,be)g with Fii = ([F]" )ik, thus (G.5).

Marsden duality notations: Basis (E7) at P at to, basis (&) at p at t, Gry = G(Er, E;), gi; = 9(&i, &),
F.E_'J = Z;’;l Z;]é'i, FT.gj = Z?zl(FT)IjEI, thus:

> Gi(FNS; = Flgy, e (FD);= > G Fligy where [G"]:=[Gr,] ™" L
K=1 k=1

K,k=1

G.1.3 Remark: F*

(F* doesn’t seem to be very useful in mechanics, apart from making simple things difficult... or playing
with components and pseudo-duality notations...).
For mathematicians (no “magic tricks”):

Definition G.5 The adjoint of the linear map F € E(I@%,]}i?) (acting on vectors) is the linear map
F* e L(Rp; Jli;)*) (acting on functions) canonically defined by, for all m € R7*,

F*(m):=moF, written F*m=m.F (€ I@Z*) (G.6)
So, for all (m, W) € ]RT* X I@g,
(F*m).W = m.FW (€ R). (G.7)

Quantification (matrix representation): We use (G.3), and (7q;) and (mp;) the (covariant) dual bases

—

of (d;) and (b;). Let (F*);; be the components of F** relative to these dual bases:

n

F*.’/Tbj = Z(F*)ij’]'rai7 1e [F*]\Trb,‘n'a = [(F*)”] (G8)

I=1

" gives (F*.Trbj).ﬁi = ij.F.ai, thus
Vi g, | (F)ij = Fji} ie. [Flimn, = ([Fljz5)", inshort [F*]=[F]T. (G.9)

Marsden duality notations: F*.e/ = > 7_ (F*)//E! gives (F*);/ = Fi for all I, j.

Interpretation of F'*. As usual in classical mechanics, we use Euclidean dot products, here (-, )¢ in RZ)
and (,-)g in R?. Then we use the (-,-)g-Riesz representation vector Rg(F*.m) € ]li’té of F*.m € I@%*,
and the (-, -),-Riesz representation vector Ry(m) € R} of m € R}*; So, for all m € R}* and W € R},

(F*m).W = Rg(F*m)+, W, and m.(F.W)= Ry(m)¢ F.W = (FT.Ry(m))+, W. (G.10)

Thus (G.7) gives Rg(F*.m) = FT.R,(m), thus
Rg.F* =FT.R,, ie F*=Rs 'F'.R,. (G.11)
Remark G.6 The definition of F* is intrinsic to F' (objective), while the definition of F is not intrinsic

to F' (not objective) since it needs inner dot products (observer choices) to be defined. ua

G.2 Cauchy—Green deformation tensor C
G.2.1 Definition of C
Consider vectors W; € I@g at P, i = 1,2, and their push forwards o; at p = ®(P), i.e.
@ = FW;, (G.12)

short notation for @;(p) = F(P).W;(P). With chosen inner dot products (-,-)¢ in I@% and (-,-)y in R,
we get

(W, )y = (F.Wh, W), = (FT.E.Wyi, Wa)e. (G.13)
C

More precisely: (Wip, Wap)g = (F(P).Wlp,F(P).ng)g () (Fgg(p).F(P).Wlp, ng)g.
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126 G.2. Cauchy—Green deformation tensor C

Definition G.7 The (right) Cauchy-Green deformation tensor at P € €, relative to (-,-)g, (-,-)g, to
and t is the endomorphism C:?GQ(P) =noted 0 (P) € E(@g; @g) defined by

Cay(P) = F&y(p) o F(P), inshort [C:=FT.F| (G.14)

(More precisely: Cy, (P) := F*(P)§, o F{*(P).)

So
T T =n I Y, N FT T Y, N
FloF:WeRy X5 FOW)eRy <5 FT(F(W)) € Rp. (G.15)
~—— —_————
=not. ¢ _not. C(V_[}')

(Recall: F and FT are linear, thus C = FT o F is linear and written C = F7.F.)
And 1} tells that C' is characterized by, for all Wi, W5 € Ry,

w1

Wy =| (C.W1) o, Wa = (FW1) o, (F.Wa) | (G.16)

D)
g

Moreover C'is a (-, -)g-symmetric endomorphism in @”, i.e., for all Wl, Wy € I@g,
(C.Wl, WQ)G = (Wl, C.Wg)g, i.e. (CWl) .G’ WQ = Wl .G’ (CWQ) (G17)
Indeed: (C.W]_,WQ)G = (FT.F.W17W2)G = (F.W17F.W2)g = (Wl,FT.F.WQ)G = (Wl,C.Wg)G.

G.2.2 Quantification
(G.14) gives [C] = [FT).[F], with [FT] =ED[G]~1.[F]T [g], thus

[C] = [G]".[F)" [g).1F]} (G.18)

short notation for [Cayliz = [G]Fl'([F]\a,E)T'[ghl?'[F]ﬁ,E'

Exercice G.8 Use classical notation, then duality notations, to express (G.18) with components.

Answer. Classical notations:

F.(fj = ZFZJEZ and Cﬁj = ZCZ]EL}, i.e. [th.j = [FZ} and [Cha = [C”] (G.lg)
i=1 i=1

Hence (d@;,C.d3j)¢ = (F.di, F.dj), thus (@i, Y, Crjdr)e = (X, Fribr, X, Fijbe)g, thus 3, Cij(@i,dr)e =
Zke Fki(bk,be)gng, ie.

n

zn:Gikaj = z": Fri greFey; = Z ([F]T)zk greFe;, so [Gl[C) = [F]T[g][FL (G.20)
k=1

k=1 k=1

so Cy; = Z:,g,mﬂ([G}_l)ikam greFr; = Zz,g,m:l([G]_l)im([F]T)mk gkeFyj. Duality notations:

F.EJ = ZFZJél and CEJ = ZCIJE[, i.e. [F]lﬁ,é' = [ 7:]} and [C}\E = [CIJ], and
=1 I=1

(G.21)

ZG[KOKJ = Z ij gngli], and CIJ = Z GIMFICM gk[FZJ when [GIJ] = [G[J}_l.
K—1 k=1 k0, M=1

Exercice G.9 (-,-)g is a Euclidean dot product in foot, (-,-), is a Euclidean dot product in metre, so
(,)g = p2(-,+)g with g = 0.3048; And (@;) is a (-, )g-orthonormal basis, and (b;) := (a@;). Prove:

[C] = W?[F]".[F). (G-22)

Answer. [C)jz =& (G2 [P 4.[9)ja.[Fla.a gives [C)ia = LIF]T; 4.4°1.[F)jz.2. Shorten notation = (G.22).

|a,a

126



127 G.3. Time Taylor expansion of C

G.3 Time Taylor expansion of

Here we use a unique inner dot product (-,-)¢ = (-,-)4 at all time (to compare “comparable values” in
the vicinity of #,). And we use an orthonormal basis (@;) to lighten the notations, thus [G]jz = I = [g]|a
and gives [C]jz = [F]IE.[F]W, written [C] = [F]T.[F].

ATime Taylor expansion implicitly imposes “along a trajectory of a fixed particle”.

So P is fixed, F'(t, P) := F/°(P) and FX(t) := F'(t, P), and F3(t) ="°%d [(¢).

And Ch(t, P) := C°(P) and C%(t) := C'(t, P), and C8(t) ="°t°d O(t) = F(t)T.F(¢).

And here [C(t)] = [F(t)]T.[F(t)].

And V/o(P) =noted (1) and A% (P) =noted 4(¢) are the Lagrangian velocities and accelerations.

We have ®(t+h) = ®(t) +h V() + &= A(t) + o(h?), thus F(t-+h) = F(t)+hdV (t) + & dA(t) + o(h?),
thus

[C(t+h)] = [F(t+h)]T.[F(t+h)] = [F)T (t-+h).[F (t+h)]
2
= (1FY" + ha? %d[A’]T+o(h2)])([F+hd[V} A+ o)) 1)
2
= (ic1+ AVHAVITF) + 2 ((F)7 a4 +2ld P a7 )+ [d AT (F]) + o(h) 1),
(G.23)
Together with ,
(CHh)] = (O] + '] + 5 (€7 0]o(r?). (G.24)
thu
S [C'] = [FT.[aV]+[aV]T.[F] and [C"] = [F]".[dA]+2[dV]".[dV]+][dA]".[F). (G.25)
In particular [C7(f)] = [dV (to)]+[dV (t)]T, so
[Clto+h)] = I + h ([dV]+[dV]")(to) + %2 ([dA]+2[dV]" . [dV]+[dA]") (to) + o(h?). (G.26)

Abusively written C(ty+h) = I + (dV + dV7T)(ty) + & (dA + 2dVT.dV + dAT)(ty) + o(h?), but don’t
forget it is a matrix meaning.

With Eulerian variables and ¥(¢,p) and ¥(t,p) the Eulerian velocities and accelerations at t at p =
®(t, P) : We have dV(t, P) = di(t, p(t)).F(t) and dA® (¢, P) = d¥(t,p(t)).F(t), thus

CB(t+h) = CB(t) + h (FT(t).(dv + dvT)(t,p(t)).F(t))
h2 (G27)
+5 (FT(t).(d7 + 2d5™.dv + dyT)(t, p(t)).F(t)) + o(h?).

abusive notation of [CS(t+h)] = ... (matrices).

Remark G.10 F” = dA is easy to interpret, but ¢ = FT.dA + 2dVT.dV + dAT.F = (FT.dA +
dVT.dV) + (FT.dA+dVT.dV)T is not that easy to interpret (and in not linear in V).

We already had a problem with the composition of flows: The formula Fttg = Ftt;.Ftt‘f is simple
(determinism), but the formula Cy0 = (F{*)T.F = (F°)T (F{)T.Fj.Ffo = (F{)T.C}} .F} is “not that
simple” (# Cf;Cf‘;) (Indeed, to consider C instead of F' amounts to consider the “motion squared”, cf.
(CW, W)y =[|[FW]]7.)

Since C’(ty) = dV (tp) + dV (t,)T this may have little consequences for linear approximation near t,
but ultimately not small consequences for second-order approximations (and large deformations) if C” is
used to make constitutive laws. The consideration of Lie derivatives may be an interesting alternative. sm

G.4 Remark: C°

For mathematicians: May produce errors, misuses, covariance-contravariance confusion, see next §[G.4.2]
For the general ® notation see § [A.10.5
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128 G.4. Remark: C°

G.4.1 Definition of C”...

Definition G.11 At P € Qy, the bilinear form C%, (P) ="%d ¢* € £(R}, R} ;R) associated with the

linear map Cg,(P) ="0ted ¢(p) =noted ¢ ¢ £(I§g; I@Z)) is defined by, for all Wy, W, € ]@ZJ vectors at P,
C* (W1, Wa) == (W, CWa)g (= (FEWy, F.Wa),). (G.28)

NB: using (-, )¢ we have changed the variance of C' (a (}) tensor) to build C” (a (5) tensor).

C” is a bilinear symmetric form (trivial) and is a metric in I@g (trivial F being a diffeomorphism),
but not a Euclidean one (it is if C' = I i.e. for rigid body motions).

Quantification: (G.28) gives [W5]7.[C"].[W1] = [Wa]T.[G].[C].[W4] for all Wy, Ws since C* and (-,-)q
are symmetric, thus

[C"]=[GLIC] (= [F]".[g.IF)). (G-29)

More precisely: [Cb]‘é = [G]\E[C]\E = ([F]\E,é)T'[g]\g'[F]|E,é"
Classical notations: C” = Zij CijTai ® mej and C.d; =, C;;d; and G = Eij GijTa; @ Tqj give

= GiCrj (=Y FrigeeFij). (G.30)
k ke

Duality notations: C” =Y, , Cr;E' @ B and C.E; =Y, CLE; and G =Y, , Gr7E' @ E7 give

Cry=»_ C*,Gxr (=) FriguF'y), (G.31)
K ke
which justifies the flat notation: The top index I in [C] = [C!;] has been transformed into a bottom
index in [C®] = [C7/] (the use of an inner dot product changes the variance).
G.4.2 ... and remarks about C°... and Jaumann

C" can also be defined only with (-, -)g by, for all Wi, W, € I@g,
Cz(Wl,Wg) = (F.Wl,F.WQ)g, (G32)

ie., C":=C) := g* the pull-back of the metric (-,-), by @, see .

e However C” = C’g is useless in itself: C” is not a Euclidean dot product (it is a metric defined at
each P by Cg(P)(Wl, Wg) = (F(P).Wl, F(P).Wg)g for all Wy, W, € I@Z) vectors at P). C” is only useful
to characterize a deformation if the value C?(W;, W5) can be compared with the initial value (Wi, Wa)g,
i.e. if a Euclidean dot product (-, -)g was introduced in I@?ﬂ This is why C” is classically defined from C,
cf. .

e There is no objective “trace” for a () tensor like C”, while Tr(C) is objective (endomorphism).

e The Lie derivatives of a second order tensor depends on the type of the tensor, and the Lie derivative
of the ( ) tensor like C' gives the Jaumann derivative, which is usually preferred to the Lie derivative of
the (2) tensor like C* which is the lower convected Lie derivative, see next remark

e So the introduction and use of C” in mechanics mostly complicate things unnecessarily, and interferes
with basic understandings like the distinction between covariance and contravariance.

Remark G.12 Interpretation issue with Jaumann (and the use of C” should be avoided in mechanics).
With 269 @39 — (D7) _ 4iy.dif = dY — dv.d and with orthonormal bases, 2D = 20 | DUNT _
dy + dy" — dv.dv — dv".dvT (matrix meaning), thus, with (G.27) (matrix meaning),

c't)=F@)" (2%?+dvdv+dv AT 4 240" .d) (t, p(t)). F(t)

= 2F ()" (% +D.dv + di” D) (t, p(t)).F(t).

(G.33)

The + D.d7 + di'". D term looks like a lower-convected Lie derivative, but with do” instead of do™*,
cf. , So you may find 1} abusively written: C” = 2FT .LyD.F, or (C°)" = 2FT.£5DZ.F where

—b —b\T
DZ = W. But you get disappointing results (values) using the lower convected Lie derivative
(Jaumann is usually preferred). oa

128



129 G.5. Stretch ratio and deformed angle

G.5 Stretch ratio and deformed angle

Here (-,-)g = (-,")q, i-e. at ty and ¢ we use the same Euclidean dot product, to be able to compare the
lengths relative to the same unit of measurement. (If (,-), # (-, )¢ then use (-,-), = p2(-,)g-)

G.5.1 Stretch ratio

The stretch ratio at P € I@g between ¢, and ¢ for a Wp € Hig is defined by

o v Fp.W v
AWp) = blla. e Welle (i (We )y (@30
Wella Wrlla Wella

where W), = Fp.Wp is the deformed vector by the motion at p = ®(P). Le., in short
YW eRY st. |[W]| =1, XW):=|[FW]. (G.35)

(You may find: A(dX) = ||F.dX|| with dX a unit vector(!); This notation should be avoided, see §-

G.5.2 Deformed angle

Recall: The angle 0;, = (Wl, Wg) between two vectors W, and W in R_;’;—{ﬁ} at P € Qy, is defined by

W W W w.
cos(By,) = ——— o, —— =(——— —2)a). (G.36)
Wille ™ [[W2lla Mille [IW2lla
Andhe deformed angle 6; between the deformed vectors @; = F.W; at p = ®(P), with (-, Jg = ("),
= 1[71 Ujg (CWI) 'G WQ
cos(0;) := (W, Wa) = =70, 7= = 7= : . (G.37)
ldhlle @ |ldalle [l@][e[|@:]le
G.6 Decompositions of ('
G.6.1 Spherical and deviatoric tensors
Definition G.13 The deformation spheric tensor is
1
Csph = ETr(C’) 1, (G.38)

with Tr(C) = the trace of the endomorphism C' (there is no “trace” for the ((2)) tensor C”).
Definition G.14 The deviatoric tensor is
Cev = C — Csph. (G.39)
So Tr(Cgey) = 0 and C' = Cspp, + Ceo-

G.6.2 Rigid motion
The deformation is rigid iff, for all #, ¢,
(FYT.FPe =1, ie. CpP =1, written C=1=F".F. (G.40)

After a rigid body motion, lengths and angles are left unchanged.

G.6.3 Diagonalization of C

Proposition G.15 C = FT.F being symmetric positive, C is diagonalizable, its eigenvalues are positive,
and R} has an orthonormal basis made of eigenvectors of C.

Proof. (C(P).Wy, Wy)a = (F(P).Wy, F(P).Ws), = (W, o(p). W2)G, thus C is (-, -)g-symmetric.
(C.W1,Wh)a = (F. V_Vl,FI/f/l) = ||F. WlH2 > 0 when W, # 0, since F invertible (®% is supposed to
be a diffeomorphism). Thus C est (-, )g-symmetric definite positive real endomorphism. ua

Definition G.16 Let A; be the eigenvalues of C'. Then the y/A; are called the principal stretches. And
the associated eigenvectors give the principal directions.
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130 G.6. Decompositions of C

G.6.4 Mohr circle

This § deals with general properties of 3 * 3 symmetric positive endomorphism, like Cf°(P).

Consider R3 with a Euclidean dot product (-, )rs and a (-, -)gs-orthonormal basis (d;).

Let M : R3 — R3 be a symmetric positive endomorphism. Thus M is diagonalizable in a (-, -)gs-
orthonormal basis (€}, €2, €3), that is, A1, Ao, A3 € R, e}, €5, €3 € R3 s.t.

A0 0
Mé; = )\151 and (€i7€j)R3 = §ij, SO [Mhé‘ = diag()\l, A27 )\3) = 0 )\2 0 . (G41)
0 0 As

And the orthonormal basis (€7, &, €5) is ordered s.t. Ay > Ay > A3 (> 0).
Let S be the unit sphere in R3, that is the set {(z,y,2) : 2% + y* + 22 = 1}. Its image M(S) by M
2
is the ellipsoid {(z,y,2) : & + Y5 + %, = 1}. Then consider 7 = Y, 1, s-t. [|i][gs = 1:
1 2

AZ T

[]je = | no with n? +n3+nj = 1. (G.42)
n3

R . A1ng
A= Mﬁ, [ ]‘é‘ = )\2712 . (G43)
)\3’!13
Then define . . . .
A, = (A Rgs, AL =A—-A,i, Al :=|AL]| (G.44)

So A= Ayii+ A, € Vect{ii} ® Vect{ii}*. (Remark: A, is not orthonormal to the ellipsoid M(S), but
is orthonormal to the initial sphere S.)

Mohr Circle purpose: To find a relation:
AL = f(An), (G.45)

relation between “the normal force A4,,” (to the initial sphere) and the “tangent forceA,” (to the initial
sphere).
(G.42), (G.43) and A, = (M.7, ii)gs give
n? +ni + n% =1,
Afng + A3n3 + A3nj = ||A|]? = A2 + A3.
This is linear system with the unknowns n?,n2, n3. The solution is
n = Ai + (An - /\2)(An — )‘3)
' A= A2) (A —A3) 7
n2 = AT+ (An = A3)(An — )
(A2 =A3) (A2 = A1) 7
n2 = AT+ (An — M) (An — N2)
(As = A1) (As = Ao)
The n? being non negative, and with A; > Ay > A3 > 0, we get
AT+ (An — X2)(An — A3) >0,
AL+ (An = A3)(An = A1) <0, (G.48)
A7+ (An = M)(An — X9) > 0.

(G.47)

Then let x = A,, and y = A, and consider, for some a,b € R, the equation

(a—b)?
o

b
Pora—a)e-b)=0 so (z- )P +y=

This is the equation of a circle centered at (aT—&-b, 0) with radius @.
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131 G.7. Green—Lagrange deformation tensor E

Thus 1) tells that A, and A, are inside the circle centered at (%,O) with radius %,
and (G.48)13 tell that A, and A, are outside the other circles (adjacent and included in the first,

drawing).

Exercice G.17 What happens if Ay = Ay = A3 > 07

2 2 2
n1+n2+n3=1,

A
2 2 2 _ 4An
Answer. Then { ™1 772 +78 =37, Thus A, = A and A2 + A2 = A2, thus A, = 0. Here C' = \ 1,
A2 + A%
nd+nd+nf =222
1
and we deal with a dilation: A, = 0. .

Exercice G.18 What happens if A\; = Ay > A3 > 07

2 2 2
ny +n2+n3:1,

Answer. Then { A (1 —n3)+ Asn3 = A, Thus A, = A1 — (A1 — A3)n3 € [As, \1], and Ay = £(A\] —
AT(1—nj) +A3nj = A2 + AT
(A2 —X\3)n3 — Ai)%, with A2 + A% a point on the circle with radius A3 (1 —n3) + A3n3. un

G.7 Green—Lagrange deformation tensor F
(G.13) gives (i), @), = (F.Wy, F.Ws,), = (C.W, W) at p = ®(P), thus
(1, Wa)g — (Wi, Wa)a = ((C = I). Wy, Wa) . (G.49)

Definition G.19 The Green-Lagrange tensor (or Green—Saint Venant tensor) at P relative to % and ¢
is the endomorphism Ep°(P) € L(R?;R}) defined by

fo(py — T, -1 FTF—1T
= 2P = hy in short |E = ¢ (= 5

Eb(P):
t() 2 ) 2

). (G.50)

(In particular F = 0 for rigid body motions.) And EJ° : €, — E(I@g; IE@Z)) is the Green-Lagrange tensor
relative to ¢y and t.

The % is introduced because (C.,.) = (F., F.) corresponds to the “motion squared”, see the following
linearization.

And we get the time Taylor expansion of ES(t) = $(CB(t) — I,) with p(t) = ®%(¢) and (G.27):
dv + dv™ hj(d%LdiT
2 2 2

= Ft)T, (hD + B2 (% +D.dv + dﬁT.D)) (t, p(t)).F2 () + o(h?).

EB(t+h) = F&(1)T (h + dﬁT.dU)) (t,p(t)).F2 (t) + o(h?)

(G.51)

G.8 Small deformations (linearization): The infinitesimal strain tensor ¢
G.8.1 Landau notations big-O and little-o
Reminder. Let f,¢g: R — R and zg € R.

o f=0(g9) near xy <= 3IC >0, In>0, Ve s.t |z—xo| <mn, |f(x) <Clg(z)| (G.52)
and f is said to be “comparable with ¢” near xo. If |g| > 0 then it reads \gég“ <C.
And % < C near =0 means f = O(x") near xo=0.
. f=o(g) near xy <= Ve>0,3In>0, Vrs.t |z—xol <n, |f(z) <elg(z). (G.53)

and f is said to be “negligible compared with g near x¢”. If |g| > 0 then it reads % — sz 0.

And \{éff\ —200 means f = 0(1‘”) near xo=0.
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132 G.8. Small deformations (linearization): The infinitesimal strain tensor ¢

G.8.2 Definition of the infinitesimal strain tensor £

The motion is supposed to be C2. Along a trajectory, with Ff;’ (to) = I we have, near t,
FR(to+h) = T+ O(h), (G.54)
thus F (to+h).W = W + O(h) for all W € I@g, i.e., near ty, with (-,-)g = (-,")c,
|| — W|| = O(h) when @ =F2(to+h).W. (G.55)

Full notation: ||F(t).Wp — Wp||, = O(t—ty) near t,. (More precisely ||F% (t).Wp — S©.Wp||, = O(t—to)
with Marsden shifter S, to avoid using any ubiquity gift.)

Definition G.20 With the same inner dot product (-, -), used at all time: If (&;) is a (-, -)4g-orthonormal
basis, the same at all time, then the infinitesimal strain tensor at P is the matrix defined by

[F(P))je+ [F(P))fZ

e(P))je = -1 (G.56)
abusively written
F+FT
£:= +2 — I (matrix meaning). (G.57)
0 (Pt [0 (PYIT.
(And more precisely, at P € Q;, and between to and ¢, [ (P)]je = 7 (P)]‘e;m Blie _ [1].)
B ) D . WA FIT W e o
So §W — W — W means [§]|€[W]|é’ — [F]|e~[W]|e'£[F]\e Wlie _ [Whé’

Remark G.21 ¢ in 1) cannot be a tensor (cannot be a function) since F[*(P) : R?O — R and
Fl(P)T : R — Ry and I, : R — R} don’t have the same definition domain.
So g is not a function, is not a tensor: It is a matrix... But is called “the infinitesimal strain tensor”... '

Proposition G.22 The Green-Lagrange tensor E = % € E(@Z); I@Z)) satisfies near ty:

_F+FT
2

E=¢+o(t—ty) ( —I+o(t—ty)) (matrix meaning), (G.58)
which means [E] = [¢] + o(t—ty) = L (1] 4 o(t—ty)).

And “for small deformations” we write E' ~ ¢, i.e. F ~ F+TFT — 1.

Interpretation: (G.58) is a linearization of E, since we keep the linear part of the “quadratic” E =
1(FT.F —1I) given by (E.W, (j)g = %((F.W,F.U)g - (Vf/,(j)g) for all U, W e R} (“motion squared” cf.
the (F-,F-), term).

Proof. A (-,-),-orthonormal basis being chosen, [F7] =ED[FT, thus [C] = [F]T.[F], thus

Then, near ty and with h = t—ty, (G.54) gives ([F]T — [I]).([F] — I]) = O(h)O(h) = O(h?), thus
2[E] = [F]" + [F] — 2[I] + O(h), thus (G.58).

G.8.3 The classic approach is weird

The classic approach is weird: It applies the small displacement hypothesis to the Green—Lagrange tensor
T T
E = % which is then linearized to get ¢ = % — I, that is, cf. 1)

Starting with F', the classical approach “squares the motion” to get E, then...
linearizes F ... to get back to F... with a spurious F7...(!)
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133 H.1. Definition

H Finger tensor F.FT (left Cauchy—Green tensor)

Finger’s approach is consistent with the foundations of relativity (Galileo classical relativity or Einstein
general relativity): We can only do measurements at the current time ¢, and we can refer to the past.

There is a lot of misunderstandings, as was the case for the Cauchy—Green deformation tensor C', due
to the lack of precise definitions: Definition domain? Value domain? Points at stake (p or P)? Euclidean
dot product (English? French?)? Covariance? Contravariance?...

H.1 Definition

Let & be motion, t) € R, ®® the associated motion, P € . t € R, and F{*(P) := d®{(P) € L(R}; R}).
And let (-,-)g and (-,-)4 be Euclidean dot products in R_;’}) and R,

Definition H.1 The Finger tensor Qiﬁ (pt), or left Cauchy—Green deformation tensor, at ¢ at p; relative
to tp is the endomorphism € E(]R_f}; R_f}) defined by, with P = (I),tf—l(pt),

B (pr) = Fo(P).(F{*)5,(p) written in short |b= F.F" | (H.1)

i.e. is defined by (Qi“ (pe)- Wy, Wa)y = (Ff(P)T by, Ff(P)T o) = ((F)T (py). 1, (F)T (py) bz, for
all wy, Wy vectors at p; € €y, written in short

(b, iia) g = (FT iy, FT aby) . (H.2)
(To compare with C = FT.F and (C.Wy, Wa)g = (F.Wl,F.WQ)g.)
And the Finger tensor relative to #; is

C =t} x ) — L} ER)

b (H.3)
(t,pt) — Qtﬂ (t,pe) = Qiﬂ (pt)-
NB: Qtﬂ looks like a Eulerian function, but isn’t, since it depends on a t.
Other definition found:
B =00 ()", ie. BP(P):=0b"(p) = F(P).F°(P)", written B=F.F". (H.4)

Pay attention: B (P) € £(R}; R?) is an endomorphism at ¢ at p;, not at fo at P: E.g., BP(P).1(p;) =
Q’Z‘)(pt).wt(pt) is meaningful, while B{°(P).W,, (P) is absurd.

Remark H.2 For mathematicians. The push-forward by ® := ®© of the Cauchy-Green deformation
tensor C' = F'.F is ,(C) = F.C.F~! = F.FT = b, cf. (8.15): It is the Finger tensor. So the endomor-

phism C' in I@% is the pull-back of the endomorphism b in R}'. (However a push-forward and a pull-back

don’t depend on any inner dot product while the transposed F7 does...). .

H2 '

With pull-backs (towards the virtual power principle at t). With p, = ®9(P) and W;(P) =
(F{* (P)) ="l (pe):

(W1, Wa)g = (F~ by, F o) = (F~T . F~ iy, o) g = (b "y, Wa) . (H.5)
-1 ._ (ploy—1 ; .
So b~ = (b)) is useful:
9 - LERLRY)
(B o L to( p\—T frto ( py—1 to (0 \T Frto (H.6)
pe = ()" (p) = F°(P)".F°(P)™" = H (p)" -H; (pr)
with p; = ®°(P) and H(p;) = (F/°(P))~" cf. (4.42). Thus we can define

. Jdtr x ) — L&:RY) -
) (tpr) —= (%) (topr) == (B°) " (py)-

Remark: (Qt“)*1 looks like a Eulerian function, but isn’t, since it depends on #.

133



134 H.3. Time derivatives of Q‘l

In short:
971 =HT H, tocompare with C = FT.F, (H.8)
and with @ = F.W,
Qil.w = HT.W, to compare with CW = FT a3, (H.9)
and with W; = F~1.1;, i.e. @; = F.W;,
(b~ "1, o)y = (Wi, Wa)g, to compare with (C.Wi, Wa)g = (w1, @a),. (H.10)
Remark H.3 For mathematicians. p, = ®(P), b(p;) = F(P).F(P)" and C(P) = F(P)T.F(P) give
b(p:).F(P) = F(P).C(P), (H.11)
written b= F.C.F~1. Thus b~' = F.C~1.F~!, so
o p ' =Fly  F=F'FT=(FTF)'=C", (H.12)
i.e. the pull-back of b~ is C~!, i.e. b~ " is the push-forward of C 1.

H.3 Time derivatives of l:)_l

With 1) let (p)~t =noted p=! = HT H. Thus, along a trajectory, and with (b we get

Db™'  DHT DH
= = H+H" =—— = —@¢".H".H — H” .H.dv
Dt Dt + Dt v v (H.13)

= —b ldv—dv" b
Exercice H.4 Prove (H.13|) with (H.10).

-1
Answer. 1| gives Dgt(bfl.uﬂ)l,w'g) =0 = (%.1171,1172)9 + (0 1.DL§‘21,1172) + (b 1w1,DL;‘; )g, and
w; (¢, p(t)) = Fto(t,P).Vf/to( ) gives DD“zl = dv.w;, thus (D%t A1, Wa)g + (Q .dv.wl,wz)g + (2 l.wl,dv,wg)g =0,

thus ‘) I.l
Exercice H.5 Prove || with FT.Q_I.F =1y.
Answer. b~ = (F.F")™! = F*T F~' gives FT.b™".F = I, thus (F")' b"".F + F". L P4 FT b F =0,

thus FT.d" b~ F 4 FT.22 b71.d7.F = 0, thus (FL13). S

H.4 Fuler—Almansi tensor a

Db~

Euler—Almansi approach is consistent with the foundations of relativity (Galileo relativity or Einstein
general relativity): We can only do measurements at the current time ¢, and we can refer to the past.
At t in §), consider the Finger tensor b = F.FT and its inverse 971 =FTFT =HT H f. 1’

Definition H.6 Euler-Almansi tenor at p, € ; is the endomorphism a’ (p;) € L(R; R defined by

a®(p) = 3 (I~ Y2 () ™) = 5 (I~ H(p) ™ H(p)), (H.14)

written 1 1
5([—9_1) = g(IfHT.H), (H.15)

to compare with the Green-Lagrange tensor E = 1(C — I) = 3(FT.F — 1) € L(R};R}!).

Q:

Remark: gtﬂ looks like a Eulerian function, but isn’t, since it depends on .

gives (@; = F.W;)

(W1, Wa)g — (Wi, Wa)g = 2(a.d, Wa),, (H.16)

to compare with (W, ws)g — (W1, Wa)g = 2(E.Wy, Ws)g. (This also gives (@, 2)y = (EWy, Wa)g.)
And (H.15) gives
F'aF=FE, ie. a=F T EF, (H.17)

standing for F}° (P)T.giﬂ (p).F}°(P) = El(P) when p = ®(P).
Remark H.7 gzﬂ is not the push-forward of E{° by ® (the push-forward is F.E.F~1). un
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135 H.5. Time Taylor ezpansion for a

H.5 Time Taylor expansion for a

(H.13) gives
Da b~ '.dv+di" b
Dt 2 '

(H.18)

H.6 Almansi modified Infinitesimal strain tensor ¢

Same Euclidean framework as in § and matrix meaning again.
We have [ —Q_l =I1-H"H=—-(—-H").(I-H)+2I - H" — H where H stands for H/(p;).
Thus, for small displacement we get I — Qfl =2 — HT — H + O(h), so

a(t,p(t) =Z(t, p(t)) + O(h) where Z:=1- H%HT (H.19)

And, with t = ty + h we have F(t,P) = I + (t—ty) dv(t, P) + o(t—ty), cf. (4.36), thus we have
HY(t,p(t)) = Flo(t,P)~! = I — (t—ty) dii(t, P) + o(t—ty) when p(t) = ®% (¢, P). Thus

Fo(t,P)—1=1—H"(tp(t)) + O(t—t). (H.20)
Therefore, for small displacements (|t — fo| << 1):

a(t,p(t)) ~£(t, p(t)) ~“ (¢, P) (matrix meaning). (H.21)

I Polar decomposition, elasticity and objectivity

Regular motion @ : (¢, Poy) € [to, T x O — p, = d(t, Poy) € R, Qy = ®(t, Oly), associated Lagrangian
motion L : (t,p,) € [to, T] xQyy — pr = OO (t pto) = ®(t, Poy;) € R™ when py, = ®(ty, Poy; ), deformation
gradient Fto (pyy) := d®P (p,) =moted | ¢ E(RQ,R?).

I.1 Polar decompositions of F' (“isometric objectivity”)
The covariant objectivity is abandoned here, due to the need for inner dot products (-,-)¢ and (-,-)4
in R}, and R} to define F7 € £L(R;Rp) and build C = FT.F € L(R};R}).

Recall: (Ffto)gg( ;) =moted BT is defined by (FT.@,0)q = (F.U, &), for all (U,w) e I@g xE@f}, and
C’f?Gg(ptO) = (Ftt‘))Gg( i) o Flo(py,) =m0t ¢ = FT F is a (-,-)g-symmetric endomorphism in R} since
(C.X,Y)g=(FT.F.X,Y)g=(FX,FY), = (X,FT.FY)s = (X,C.Y)g for all X,V € R}

I.1.1 F = R.U (right polar decomposition)

C being (-,)g-symmetric, Jaq, ..., o, € R (the eigenvalues), 3¢, ...,¢, € @Z) (associated eigenvectors),
s.t.
Vie[l,n]ly, C.¢ =a;¢;, and (¢)isa (-,-)g-orthonormal basis in ]1%", (I.1)

ie. (G, ¢)a = 0;; for all i,j € [1,n].
So, with (E'z) a (-, -)g-orthonormal basis in R~ [Cle = D := diag(a, ..., @) is the diagonal matrix
of eigenvalues, and with P = [P;;] the transition matrix from (E;) to (&) (ie. & = > P, E; for all j),

reads
[C]z.P=PD and P".P=1, so D=P ' [C]zP and P~' =P". (I.2)

And F being regular, 0 < ||F.G||2 = (F.¢;, F.¢;)y = (C.¢, &)a = ail|cil|g, thus a; > 0, for all i.
Definition I.1 With , the right stretch tensor U € E(@%;]ﬁg) is the endomorphism defined by
Vi e [1,n]y, U.G =, é, (1.3)

the /a; being called the principal stretches. (Full notation: U := Uttf’Gg(ptO).)
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136 I.1. Polar decompositions of F' (“isometric objectivity”)

So [U]|e = diag(\/aq, ..., \/an) = VD, and reads

U],5-P=PND, so VD=P[U]zP " (1.4)

a;.¢; = C.¢; for all j, hence
C=UoU "X yu™®dy2 and v "% /0O, (L5)

Definition I.2 The orthogonal transformation R € C(@?O; I@?) is the linear map defined by

R:=Foyu "% py-1, (L6)

(Full notation: R:?Gg(pto) = F(py) o (U (py)ce) ") And

noed p U s called the right polar decomposition of F. (IL.7)

Proposition 1.3 1-
RToR=1, ie. R'=R" (L8)
written RT.R = I, i.e. R sends a (-, -)g-orthonormal basis in I@Z) to a (-, -)g-orthonormal basis in R,
2- The right polar decomposition F' = RoU is unique: If F = Ryolh with U € £(H§g,ﬂ§%) symmetric
definite positive and Ry € C(@g,@?) s.t. Ryt = RY, then Up = U and Ry = R.

Proof. 1- RT o R=ED U~T o FT o FoU ' =U 1 oCoU ' =U " o (UoU)oU! = identity in K.
Thus (R.E;, R.Ej)g — (RT.R.E;, E_"j)G = (E;, Ej)c = §;; for all 4, j: (R.E;)is a (-, -)g-orthonormal basis.

2- U, being symmetric definite positive, call /B; its eigenvalues (all positive) and (d;) a (-,-)a-
orthonormal basis made of associated eigenvectors. We have C' = (Ul .RY).(R2.Us) = Us.(RY .Ry).Us =
Up.I.Up = UZ, thus C’.d_; = UQQJ; = b’id—;, thus the (; are eigenvalues of C' and the ci; are associated
eigenvectors. Thus, even if it means reordering (5;), 8; = «; and d; € Ker(C — «;I), for all i, and
U.d; =03 /a;d; = Uy.d; for all i, thus Uy = U. Thus Ry = F.U; ' = FU ™' = R.

I.1.2 F = S.Ry.U (shifted right polar decomposition)

We need to be more precise if the gift of ubiquity is prohibited: Because we work with the affine space R"”,
we can consider the Marsden’s shifter, with p, = ®%(py,),

Ty () — Tp(Sh)
S = SP(py) : b0 e B} B} (L.9)
(p&) ) wto,pfo) - (ptv wt,Pt) where We,p; = Wiy, py, -
Shorten (misleading) notation:
R — RP
Si=80(p,):{ L (1.10)
W —wd=SW=W.

NB: 1- S is not “the identity” unless you have time and space ubiquity gift, since w, p, is defined at %
at py, while @y, = Sy, p, is defined at ¢ at p;, and ¢ # f and py # py, in general;

2- S is not a topological identity since it changes the norms in general: You consider ||y, ,, ||¢ in R

and [[S- @y p, (8, 1e)lg = [[Tro.p, [l 10 RE

Notation: Let Ry € E(@g,@g) be the endomorphism defined by

Ry:=S'oR"™ S 1R so R=SR, (=SoRy). (L.11)

(Full notations: (Ro)yc(Pi) = (S (P0) ™ (R (Pry) € LT, ()3 Ty, (2,)).) Thus

F=8S0RyoU written |F =S5.Ry.U| (I1.12)
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137 1.2.  Linear elasticity: A Classical “tensorial” approach

Proposition 1.4 If (-,-), = (-,-)¢ (same inner dot product in I@g and R?") then

sts=1, ie. S1t=5T. (1.13)
And the endomorphism Ry = S™1.R € E(@Zﬁ ]RZZ) is a change of (-,-)g-orthonormal basis:

RYRy=1, ie Ry;'=RL. (1.14)

-

Proof. (ST.S.0,W)¢ " 27Y(s.0, S.W), "= (T, W), = (T, W)¢ (here (-, )y = (-, )¢), for all U, W €
Ry, thus ST.S = I, thus S~' = S7.

Thus I = 5.S7 and Ry = ST.R, thus (RY.Ro.U,W)a = (Ro.U, Re.W)g = (ST.R.U,ST.RW)g =
(S.ST.RU,RW), = (RU,RW), =€ (T, W)g, for all U,W € R}, thus R}.Ry = I.
Interpretation of : F is composed of: The pure deformation U (endomorphism in I@g), the change
of orthonormal basis with Ry (endomorphism in Rj}), and the shift operator S : T, (€4,) — 1,(§2:) (from

past to present time and position).
I1.1.3 F =V.R (left polar decomposition)

Same steps than for the right polar decomposition.
Let Qi" (pr) = F{*(py,) o (F°)"(pe) € L(RY;RY) (the Finger tensor), written b = F.F". The endo-

morphism b being symmetric definite positive: 34, ..., 3, € R} (the eigenvalues) and 3z1,..., 2, € R?
(associated eigenvectors) s.t.

Vi e [1,n]y, b.2i = B;iZ;, and (%) isa (-,-)s-orthonormal basis in R?. (I.15)
The left stretch tensor V' e E(I@?; @?) is the endomorphism defined by,

Vie[,nly, V.5 =/Bi%, and V"o \/§ (L16)

(Full notation: ‘/thGg (pr) = b?’ (pt)cg-) Then define the linear map R, € E(@g; R?) by

Ry =V LF, (L.17)

, called the left polar decomposition of F. (1.18)

Proposition L5 1- b= V.V =noted 2 'V i symmetric definite positive, R;l = RT. And the left polar
decomposition F = V.R, is unique.

2-Ry=Rand V = RUR™! (soU and V are similar), thus U and V have the same eigenvalues
(square root of those of C): a; = f; and, with , Z; = R.C; is an associated eigenvector of b, for all i.

so that

Proof. 1- “Copy” the proof of prop. with F~'and 971 = (FH)T(F~!) instead of F and C = FT.F.

2- F = V.Ry = Re.(R;'.V.R,) with R, '.V.R, symmetric (since (R,'.V.R,)" = RF.VT.R;T =
R, '.V.Ry) and definite positive (since (R, '.V.Ry.3:, 7;)g = (R, . V.Re.i, Ry T .5;)y = (V.Re.Gi, R.;)g =
(V.Zi,Z;)g = B; where the §; := R, 'Z; make a basis). Thus F = R.U = R,.(R;'.V.R) gives R = R,
(uniqueness of the right polar decomposition). Hence R.U = V.R (so V and U are similar), hence V' and

U have the same eigenvalues and if ¢; is an eigenvector of U then R.¢; is an eigenvector of V: Indeed
V.(R.G;) = R.U.C; = R.(v;¢;) = a;(R.¢;) for all 4. u

I.2 Linear elasticity: A Classical “tensorial” approach
I.2.1 Classical approach (“isometric objectivity”), and an issue

The infinitesimal strain “tensor” (which is not a tensor but a matrix) is defined by
F+FT

= I L19
£ 5 , (L.19)
which stands for [¢] = M — [I] relative to chosen Euclidean bases. Then the homogeneous isotropic
elasticity constitutive law reads (matrix equation for the stress)
a = ATr(g)] + 2pe, (I.20)

which stands for (o] = ATr([g])[/]42u[g], with A, i1 the Lamé coefficients and g the Cauchy stress “tensor”.
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138 1.2.  Linear elasticity: A Classical “tensorial” approach

Issue: Adding F and F and —27 (to make 2¢) is functionally a mathematical nonsense since they don’t

have the same domain or codomain: F : @% — I@? while FT : I@? — ]ﬁg and I is some identity operator
(codomain = domain). Thus ¢ can’t be a function (what would be its domain, its codomain?). And

TY([F])+2Tr([FT])

Tr(g) is meaningless (g is not an endomorphism) unless it means Tr([g]) = —n = trace of

the matrix M — [1]; Idem for the meaning of ¢.7i = 1(F.7i + F”.ii), because 7 has to be defined at
(to, py,) for F and at (t,p;) for FT (Cauchy’s approach: 7 is defined at (¢, p;)). Idem for

a.il = NTr(g)7 + 2pe.7. (L.21)

which stands for [g].[7] = ATr([g])[7i] + 2p[g].[7i]. So, despite the eventual claims, neither ¢ nor g are
tensors (they don’t have any functional meaning).

Remark 1.6 You may read: “For small displacements the Eulerian variable p; and the Lagrangian
variable py, can be confused”: p; ~ py, (so , and €2 are “almost equal”). Which means that you use the
zero-th order Taylor expansions p; = <I>t° (t) = py, +o(1). But you cannot then use the first (or hlgher)
order Taylor expansion in following calculatlons e.g. you cannot use velocities... .

I.2.2 A functional formulation (“isometric objectivity”)
Can the constitutive law (I.20) be modified into a functional expression? Yes:

1. Consider the “right polar decomposition” F = R.U where U € E(@Z),@Z}), cf. . The Green
Lagrange tensor F = % (endomorphism in I@Z)) then reads, with ,
U~1, (U-I1y)*+2U - I)

5 5 (1.22)

Then, with U — I, = O(h) (small deformation approximation), we get the modified infinitesimal strain
tensor at py, € (U,
E=U-1I, |€ LRY;RY), (1.23)

endomorphism in I@% (Full notation 5 (pto) Uttf’Gg (pt,)—1I1y (pr,)-) Thus, for all W € R7,

EW=UW-W =R @-W|eR}, when @ =FW (push-forward). (1.24)

o

Interpretation: From @ = F.W = RUW € @? (the deformed by the motion), first remove the “shifted
rotation” to get R™'.wf = U.W € R}, then remove the initial W to obtain R~'.@ — W = W € R}..
In particular \|§W||G = [|(U~1I4,).W||¢ measures the relative elongation undergone by W.

2. Then you get a constitutive law with the stress “tensor” 3(®) =noted 33 ¢ E(]@g,ﬂig) functionally
well defined:

Y = ATr(E) Iy + 24E | = ATe(U—Iy ) Iy + 2u(U—1I). (1.25)

(The trace Tr(g) is well defined since £ is an endomorphism.) And, at p;, € €y, for any W e @”,

SW = ANT@W + 2UEW = ATe(U—~Iy )W + 2u(UW-W) € R, (1.26)

3. Then “rotate and shift” with R to get into RT at pq,

REW = ATv(ZE)RW + 2uREW = XTx(U~I))RW + 2uR.(U~1I,).W
= MTx(U—1,,)RW + 2u(F — R).W, (1.27)
= ANTr(U—I, ) RW + 2u(i — RW), where o =F.W = RUW.

You have defined the two point “tensor” (functionally well defined)

RY = ATr(E)R +2uRE € L(R};RY). (1.28)
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139 1.2.  Linear elasticity: A Classical “tensorial” approach

4. You get the constitutive law for the stress “tensor” (well defined symmetric endomorphism) in I@?:

noted

@@®) =) |g=RoXoR! RX.R™' € L(RY;RY). (1.29)

So, for any @ € Qy, _ R
=RY.R ' €R}. (1.30)

g

a.

Interpretation of (I.29)-(I.30)): Shift and rigid rotate backward by applying R~!, apply the elastic stress
law with 3 which corresponds to a rotation free motion, then shift and rigid rotate forward by applying R.

Detailed expression for ( . . With Tr(RER™') = Tr(€) (see exercise , we get, at (¢,p),

G=ATr(E) I + 2uRER " = NTe(U—1I;,) I + 2pR.(U—~1;,).R™*

L (1.31)
= ANTr(U—1Iy) It + 2u(F.R™" —1I}).
And for any W € RZL, and with @ = R.W, you get
G = NTe(E) @ + 2uREW = ANTx(U~1,) @ + 2uR.(U~1L, ). W 152)
= \Tr(U—1I,) @ + 2u(R.U.R™ " .5—d). '
To compare with the classical “functionally meaningless” (I.21]).
Remark 1.7 Doing so, you avoid the use of the Piola—Kirchhoff tensors. .

Exercice 1.8 Prove: Tr(REZR™') = Tr(g) = > ,(—1). (NB: £ is an endomorphism in I@g while

R.’é.R‘1 is an endomorphism in @?)
(

for all Euclidean bases (E;) and (&) in H_é% and R'" (With L = Z and components, Tr(R.L.R™')

Answer. dem;(R.g.Ril — )\[t) = det|g R.(g—)\]tﬂ).Ril) = det|E,€(R)- det|E(§_)‘1)' detlaE-‘(Ril) = det|E(§_)‘I)
-

S(RLRY) =2, RILL(RY)E = X (RTVR)F L], = 32, 85 Ly, = 32, L) = Tr(L).)
Exercice 1.9 Elongation in R? along the first axis : origin O, same Euclidean basis (El,Eg) and Eu-
clidean dot product at all time, £ > 0, t > t5, L,H > 0, P € [0, L] @ (Y >, and
0
— _
[O(I)io(P)hE = (XO +£§f tO)XO> — (XO(;‘Fl)) = <z) = [@}lﬁ, where k = £(t—ty) > 0 for t > t,.
0 0

1- Give F, C, U = +/C and R = F.U L. Relation with the classical expression ?

2- Spring OP = O—ctg(s) = XoE, +YoEy+sW, ie. [@]lﬁ = [O—Ctﬂ)]‘ﬁ = (?,SIEMM//;

and W = W, E, + WyE,. Give the deformed spring, i.e. give p = ¢,(s) = ®°(c;,(s)), and &', and the
stretch ratio.

> with s € [0, L]
|E

Answer. 1- [F] = [d?] = (Iiz]rl (1)), same Euclidean dot product and basis at all time, thus [F7] = [F]T = [F],
2
then [C] = [FT).[F] = [F)? = (("H(;l) (1)) thus [U] = [F] = (’i—gl 0> thus [R] = []. All the matrices are

given relative to the basis (E ) thus F,C,U,R (e.g., C.E\ = (k+1)?E) and C.E> = E).
Since R =T and [¢g] = [g], ( gives the usual result [g] = ATr([g])I + 2ug], cf (L.20] - (matrix meaning).
(

2- Ocy(s) = O<I>t° (cto(8)) = XO+SW1)(K+1)) , thus &/’(s) = (Wl(m—l)) , stretch ration Wi st 124 W3
|E |E

Y0+SW2 W2 W12+W22
at (t,pt). n
[N _
Exercice 1.10 Simple shear in R? : [OQ)?(P)]‘E = <X+§§f tO)Y) —noted (X—;'%Y> = (;) =

[O—1>9]| 5- Same questions, and moreover give the eigenvalues of C'.

Answer. 1- [F] = ((1) T)’ C] = (Ili (1))((1) T) = (i /<;2Ij—1)' Eigenvalues: det(C' — M) = A\* —

(2+k%)A+ 1. Discriminant A = (2+x%)* —4 = k?(k*+4). Eigenvalues o+ = 1(2+x” £ kvk?+4). (We check that
a+ > 0.) Eigenvectors ¥+ (main directions of deformations) given by (1—a+)z+ry = 0, i.e.,, y = (k£ VK2 +4)z,
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140 1.3.  Elasticity with o covariant objective approach?

thus, e.g., v+ = (/s:l: ﬁ) (We check that o4 L ¥_.) With P the transition matrix from (El,ﬁg) to

(Hgﬁ,%) and D = diag(at,a-) we get C = P.D.P~' (with P~!' = PT since here (Hg—iu,ug—:u) is an

orthonormal basis), thus U = P.v/D.P~! (we check that UT = U and U? = C). And R = F.U L.

PR TR
2- Oci(s) = 0D (cyy(s)) = <(XO+SVV;—):S;E-YO+SW2)), thus [&/'(s)] = (Wl ;HM@). Stretch ratio
0 2 2

(Wy+6W2)2+W3 .
g ot (b -

I1.2.3 Second functional formulation: With the Finger tensor

The above approach uses the push-forward, i.e. uses F' (you arrive with your memory). You may prefer
to use the pull-back, i.e. use F~! (you remember the past which is Cauchy’s point of view): Then you
use F~! = R~1. V! the right polar decomposition of F~!, and you consider the “tensor”

g =V'-I € L®:RY), (1.33)

and . -

o, = NIvE,)I, + 20E,, and g, it = NTx(E,) iy + 24iE, iy (1.34)
(Quantities functionally well defined).

I.3 [Elasticity with a covariant objective approach?

Previously we needed an inner dot products to use the transposed, so the result can’t be covariant
objective. Can we start without Euclidean dot products to set up general laws? Proposal for a yes:

Hypothesis: The Cauchy stress vectors w defines a Eulerian vector field. Thus we can use the
(covariant objective) Lie derivative to characterize the rate of stress; Recall, cf. § and With
o(1,pr) = g—f(r, Poyi) the Eulerian velocity at 7 at p, = &)(T, Poy;) of a particle Po,; € Olj, the Lie
derivative of a Eulerian vector field « along ' is, at (¢, p;),

BT pr) = Wes(opr) _ (DT s o a5 (o). (L35)

Lzw(t, = li
Wit pe) = T Tt ot

Hence, with the virtual power principle to measure the rate of stress (full description given at
https://arxiv.org/abs/2208.10780v1):

1- Hypotheses: 1.1- Suppose that n Eulerian vector fields «; (“force fields”), j = 1,...,n, enable to
characterize a material. (For elastic materials it could be better to replace vector fields @; with 1-forms «;
to characterize the work.)

1.2- With a basis (¢;) chosen in R, with (e?) its (covariant) dual basis in R?*, assume that the internal
power density at (¢,p;) is given by (at first order):

Pt (8) = 369 Loy, (= Ze].(% + diw.T — i), (L.36)
j=1 j=1

This expression is covariant objective. (For complex material, with e.g. different kind of particles, with
fibers..., pint(¥) may be a sum of p;,(¥) as given in , i.e. you may have more than n vector fiels w;.)
(At second order you can add second order Lie derivatives as Ly(Lyw;).)

2- Then, for pi, to satisfy the frame invariance principle (to check the validity of a proposed state
law), choose a Euclidean dot product (-, )4 in ]li?; 21- the internal power has to vanish if dv' = 0: We are
left with

Dint (V) = —Zej.dﬁ.wj =—7 @ dv, where 1= Zlﬁj ®el, (1.37)
j=1

=1

<.

defined at ¢. (The j-th column of [z]z is [W;]z.) And 22- the internal power vanishes if dv + do” = 0:
We are left with

dv + di” 417
Pint(0) = —7 0 HTU =—0 Qdi where g== 5 (1.38)
this pint (V) = —c O dv = —g : d¥ (since g is symmetric) being the usual expression of the internal power.
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141 J.1. The displacement vector u

Remark I.11 The Lie approach differs from the usual classic approach:
1- The classic approach requires a priori Euclidean bases to build a stress matrix [g] (abusively called

tensor) as a function of the deformation gradient matrix [F], see § [[.2.1] -
2- The Lie approach begins with Eulerian “forces” (Cauchy point of view), which give a stress tensor 7,
cf. (L.37).

E.g., application to visco-elasticity: With the Lie approach, you “naturally” use Lie derivative of vector
fields (and/or of differential forms), instead of Lie derivative of order 2 tensor fields (which do not seem

to give very convincing results). ’u

J Displacement

J.1 The displacement vector u
In R™, let p; = ®(p;,). Then the bi-point vector

U (pry) = O (p1y) — Tty (p1y) = pe — D1y = Dok (J.1)
is called the displacement vector at py, relative to ty and ¢. This defines the map
- Q, —R»
upe . { ° . (7-2)
P — UL (py) = Dpi — i, = PPt when  py = @ (py,).

Thus we have defined

it - {[fo T) % — R [to, T] — R

" and Uy { e o (1.3)
(t,p) = U (t,pyy) = UL (py), t = Uy (1) = U (pr)-

Remark J.1 U (p;,) doesn’t define a vector field (1t is not. tensorial), because U (py,) = pr — pi, = PuD?
is a bi-point vector which is neither in R” nor in R? since py, € Q4 and p; € Q (it requires time and
space ubiquity gift). In particular, it makes no sense on a non-plane surface (manifold). More at §. .

Remark J.2 For elastic solids in R™, the function U™ is often considered to be the unknown; But the
“real” unknown is the motion ®%. And it is sometimes confused with the extension of a 1-D spring. But
see figure ||Ws, (py, )|| represents the initial length and ||Wy, . (¢, pt)|| represents the current length of

the spring, and the difference ||wWs,«(t, pt)|| — ||, (P4, )|| can be very small (<« 1) while the length of the
displacement vector ||| = p; — ps, can be very long (> 1). oa

J.2 The differential of the displacement vector
The differential of 2% at py, is (matrix meaning)
AU (piy) = dDP (py) — Ity = F{°(p1y) — Iy, written dld = F — 1, (J.4)

which means [dU" (p,, )] = [dq)t" (py)] — [I1,] relative to some basis. It doesn’t defined a function, because
FP(py) - R} — R} while Iy, : ]R — ]R . Idem, with W € R?, matrix meaning

dUW = FW —W :  means [dU° (py,)].[W] = [FL° (py,)].[W] — [W]. (1.5)

J.3 Deformation “tensor” ¢ (matrix), bis
gives (matrix meaning)

Fl(py) = Iy, + dU (py,), written F =1+ dU. (J.6)
Therefore, Cauchy-Green deformation tensor C = FT.F reads, in short, (matrix meaning)

C=1+dd+dd" +dd".did  (matrix meaning), (J.7)

ie. [CP (pi)] = (L) + [dUP (py,)] + [dUP (pi,))T + [P (i) T [ (pr, )]

141



142 J.4. Small displacement hypothesis, bis

Thus the Green-Lagrange deformation tensor E = €L, cf. (G.50), reads, in short, (matrix meaning)

yayia
= M + %dZ/lT.dL{ (matrix meaning). (J.8)

Thus the deformation tensor g, cf. (G.57), reads (matrix meaning)

E

e=E— ()", (1.9)

|~

with ¢ the “linear part” of £ (small displacements: we only used the first order derivative ddP).

J.4 Small displacement hypothesis, bis
(Usual introduction.) Let p, = ®%(py,), i = 1,2, W; € R_Z, @i(py) = F(py,).Wi(py,) € R (the push-
forwards), written @; = F.W;. Then define (matrix meaning)
Ap =0 —W; =dU.W;, and ||A]|s = max(||Aq]|gn, ||As[gn). (J.10)
Then the small displacement hypothesis reads (matrix meaning):
1A oo = 0(||[W]|o0)- (J.11)

Thus @; = W; + A; (with A; “small”) and the hypothesis (-, )¢ = (-,-)a (same inner dot product at %
and t) give
(w1, W2)c — (W1, Wa)a = (A1, W2)g + (A2, Wi) + (A1, A2)g.

So (1.9) gives 2(E. Wy, Wa)g = 2(c.W1, Wa)g + (dUT.dU. Wy, Wa) e, And (J.11) gives
(E-Wy, Wa)g = (e W1, Wa)a + O(|AI2,), (J.12)

so EP is approximated by %to, that is, Ef° ~ gﬂ (matrix meaning).

J.5 Displacement vector with differential geometry
J.5.1 The shifter

We give the steps, see Marsden—Hughes [12].
e Affine case R" (continuum mechanics). Recall : With p = ®(P), the shifter is:

_ {me@% — O xR} 0.13)

S ; ~ , L

(P,Zp) — SP(P,Zp) = (p,Si°(Zp)) with Sp°(Zp) = Zp.
(The vector is unchanged but the time and the application point have changed: A real observer has no
ubiquity gift). So:

SP e L(RY;RY) and [S{°];z = I identity matrix, (J.14)
the matrix equality being possible after the choice of a unique basis at & and at ¢t. And (simplified
notation) S (P, Zp) =moted 5! (Z5). Then the deformation tensor € at P can be defined by

(i) (F (P)-Z(P)) + F (P)".(S{° (P).Z(P))

£P(P).Z(P) = 5 - Z(P), (J.15)

_ toy—1 7 to 7 —
in short: £.Z = (52) (F'Z);FFT'(St 2 _ Z).

e In a manifold: Q is a manifold (like a surface in R® from which we cannot take off). Let Tpl,
be the tangent space & P (the fiber at P), and T, be the tangent space & p (the fiber at p). In
general TpQy, # T, (e.g. on the sphere “the Earth”). The bundle (the union of fibers) at t, is Ty, =
UPEQtO ({P} x TpSd,), and the bundle at ¢ is T = (J,cq, ({p} X Tp€2:). Then the shifter

— TQtO — TQt
{ ( (1.16)

S;O : N —~ N N
P,Zp) — S{(P,Zp) = (p,5{(Zp)),

where Sf"(Zp) is defined such that it distorts Zp “as little as possible” along geodesics.
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143 K.1. Alternating multilinear form

E.g., on a sphere along a path which is a geodesic, if 0y, is the angle between Zp and the tangent
vector to the geodesic at P, then 6, is also the angle between SEO(Z p) and the tangent vector to the
geodesic at p, and Sf“(Zp) has the same length than Zp (at constant speed in a car you think the geodesic
is a straight line, although S%(Zp) # Zp: the Earth is not flat).

J.5.2 The displacement vector
(Affine space framework, €0, open set in R™.) Let P € €, Wp € @Z), p = ®°(P) € Q, and dd)° =
Fj> € L(RY;RY). Define

~ [ Q4 xR — Q x LR RY)

51];0 : (J.17)

(P,Zp) — 6U (P, Zp) = (p,6U(Zp)) with U (Zp) = (Flo — S¥).Zp.
Then 6 = Fl> — S . P € Q, — 0UP(P) = F*(P) — S(P) e E(@g,ﬂi?) is a two-point tensor. And
Cp = (FP)T . Flo = (sufe + SP)T. (U + SpP)

(J.18)
=T+ (SP)T.sule + (suf)T .Sl + (suP)T .sup,

since (SP)T.S% = I identity in TSy,: Indeed, ((S?)T.S?.A',E)Rn = (S?.E,S?.E)Rn = (E,E)Rn,

cf. 1} for all ff, B. Then the Green-Lagrange tensor is defined on €24, by

(S)T.6UP° + S .(sufP)”
2

1
Ep = §(Ctt° —1Iy) =

to compare with (G.50).

+ %(m,fﬂ)T.wa, (J.19)

K Determinants

K.1 Alternating multilinear form

Let E be a vector space, and let £(E, ..., E;R) ="°%d £(E™ R) be the set of multilinear forms, i.e.
m € L(E™;R) iff
Mo, T+ NG, ) =m(, T, ) + dm(, 7, ) (K.1)
for all Z,y € E, all A € R, and any “slot”.
E.g., m(MZ1, o Ma@n) = ([izy 0 Ai) m(&1, ., @), for all Ag, .. Ay € Roand all 7, ..., @, € E.
In particular a 1-alternating multilinear function is a linear form, also called a 1-form. And the set of
1-forms is Q'(E) = E*. Suppose n > 2.

E" - R

Definition K.1 A/ : . . . .
(V1 ooy Tn) — ALV, ..., Ty)

} € L(E™;R) is a n-alternating multilinear form iff,

for all u,v € E,

Aty .., U,.) = =AU, T, ., T, L), (K.2)
the other elements being unchanged. The set of n-alternating multilinear forms is
O"(E) ={A € L(E™;R) : A is alternating}. (K.3)

If A,Bl € Q"(F) and A € R then A + AB/ € Q"(E) thanks to the linearity for each variable. Thus
O™ (E) is a vector space, sub-space of L(E™; R).

K.2 Leibniz formula

Particular case dim E=n. Let A € Q"(E) (a n-alternating multilinear form). Recall (see e.g. Cartan [5]):

1- A permutation o : [1,n]y — [1,n]y is a bijective map (i.e. one-to-one and onto); Let S,, be the set
of permutations of [1, n]y.

2- A transposition 7 : [1,n]y — [1,n]y is a permutation that exchanges two elements, that is, 3i, j s.t.
T(eoyby ooy Jy o) = (ceey Jy veus &y ... ), the other elements being unchanged.

3- A permutation is a composition of transpositions (theorem left as an exercise, see Cartan). And a
permutation is even iff the number of transpositions is even, and a permutation is odd iff the number of
transpositions is odd. The parity (even or odd character) of a permutation is an invariant.

4- The signature (o) = %1 of a permutation ¢ is +1 if ¢ is even, and is —1 if ¢ is odd.
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144 K.3. Determinant of vectors

Proposition K.2 (Leibniz formula) Let & € O"(E). Let (€)i=1..... ="°%? (&) be a basis in E. For
all vectors Uy, ..., U, € E, with U = Y v%€; for all j,

At =c Y e [[ofV = Y e [[vie (with c:= A(é,....é.)). (K.4)
0€S, j=1 TES, i=1
Thus if c = Al(EY, ..., €y,) is known, then Al is known. Thus
dim(Q"(E)) = 1. (K.5)

(Classic not.: U; = Y1 v, AT, ..., Tp) = CZoeSn e(o) [T, Vo ()i = cZTeS" e(r) [T, Vi r(i)-)

1, — 1,
Proof. Let F := F([1,n]y; [1,n]y) ="oted [1,n]1[\}’"h\’ be the set of functions i : { (Ll = {1 nl }

Al being multilinear, A/(vy,...,0,) = ZZ n Aﬁ(ejl,vg,...,ﬁn) (“the first column” development). By
recurrence we get AV, ..., Up,) = Z -1 v{l. i AU(Ejy, .y E5,) = ZjeF ITh, v;(k)/lé(é’j(l), s €j(m))-

And A(¢;,,....é;,) #0iff i : k € {1 wn} —i(k) =i, € {1,...,n} is one-to-one (thus bijective). Thus
AT, ) = Yo, Ty 07V A (1) o Brr) = Spes, €(0) Ty o) VA&, ..., €,), which is the
first equality in 1) Then }- g (o) [T, AR =Y es, €0 ITiy vg(_[i( )(l)) since o is bijectif, thus

(o), vy )= e(r™HTIH , thus the second equality in (K.4) since e(7)~! = (7).
€Sy =1 "1 TESK i=1 ‘r(z)
(See Cartan [5].) .

K.3 Determinant of vectors

Definition K.3 (€;);=1,.. » being a basis in E, the determinant relative to (&;) is the alternating multi-
linear form det|z € Q" (E) defined by
det(é,...,€,) = 1. (K.6)

And the determinant relative to (&) of n vectors ¥ is , with ; = Y, v%é; for all j, and with prop.
(here ¢ = 1),

det(, ... 5) = > (@) [Jv79 = > e [ vl (K.7)
e c€s, j=1 TESn i=1
In particular,
Q" (E) = Vect{dl‘qt} (the 1-D vector space spanned by det|z). (K.8)
And any A € Q"(E) reads

Al = Al(éy, ..., E) dlqt. (K.9)

And if (b;) is another basis then
det = cdet where ¢ = det(€y,...,€y,). (K.10)

B b
Exercice K.4 Change of measuring unit: If (a;) is a basis and l;j = Ad; for all j, prove

Vi=1,.,n, bj=Xii; — dlqt = A"det (K.11)
a |b

(gives the relation between volumes relative to a change of measuring unit in the Euclidean case).

Answer. d‘gt(l_ﬁ, by = d‘gt(/\d’l, ceey Ap) it \n d t( @n) A” A" dqt(gl, b)), o
a a |6

lznear

Proposition K.5 dets(v1,...,0,) # 0 iff (¥1,...,0,) is a basis; Or equivalently, det z(v1, ...,v,) = 0 iff
V1, ..., Uy are linearly dependent.
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145 K.4. Determinant of a matriz

Proof. If >~""  ¢;0; = 0 and one of the ¢; # 0 and then a ¥; is a linear combination of the others thus
det|z(?1, ..., U,) = 0 (since det s is alternate); Thus det|z(71, ..., U,) # 0 = the ¥; are independent. And if
the v; are independent then (@, ..., %,) is a basis, thus det|z(?1, ..., v,) = 1 # 0, with detz = cdete, thus
det|g(l71, ceey 671) 7£ 0. =n

Exercice K.6 In R?. Let 7, = Zle vie; and v = Zz L v3€; (duality notations). Prove:

d|et(v17 Ts) = vivs — v3vs. (K.12)
€

Answer. Development relative to the first column: det z(71,72) = det|g(v%é’1 + vfé'z,ﬁ’z) = v} detz(€1, v2) +

v? det|z(€2,T2). Then det|z(T1,v2) =0+ vivd det(é1, &2) 4+ vivs det(8z, €1) + 0 = vivi — vivs. =n
Exercice K.7 In R?, with v; = Zf’ | V5€;, prove:
det (1, Vo, U3) Z ijnvivivE, (K.13)
i,5,k=1

where &;;, = $(j—i)(k—j)(k—1i), i.e. g5, = 1if (i,5,k) = (1,2,3), (3,1,2) or (2,3,1) (even signature),
ek = —11f (4,7,k) = (3,2,1), (1,3,2) and (2,1,3) (odd signature), and &;;; = 0 otherwise.

Answer. Development relative to the first then second then third column (as in exercise [K.6]).

Result = viviod + vdv3vd + viv?od — vdvded — vdvivi — viv?ul. un

K.4 Determinant of a matrix

Let M = [M,j] i=tn € Mo (a n+n real matrix). Let (E;) be the canonical basis in M,y (space of nx 1
j=1

.....

matrices). Let ¥; € Mnl and call M;; its components: U; = Y . 1]\/[”E So [vl]‘ = M. [El]IE' And
[th])5 = =roted 7 hecause the canonical basis will be systematically used in M.
So M = (¥1,..., 0 ) = ( M.Ey, ..., M.E,, ) = [M].
Definition K.8 The determinant of the matrix M = (7, ...,7, ) = [M;;] is
det(M) = det (@1, ..., B,) (=det (M.Ey,..., M.E, ) = det([M])). (K.14)

| |E

Proposition K.9 e det(I) = 1.
o If M, N € M, then det(M.N) = (det M)(det N).
o If M € M, then det(M7T) = det(M).

Proof. e det(I) := det|E(E1, By =1.

e Define a,b : E™ — R by a(ty,..0,) = det‘E(M.ffl, ey MUy) and b(¥h,...,T,) =
det #(M.N.7y, ..., M.N.G,). They are alternated forms (since the matrix product is linear) in Q! (E). Thus
b= Aa for a A € R since dim(Q"(E)) = 1. Thus det(M.N) = b(E}, ..., E,) = Xa(Ey, ..., E,) = Adet(M),
and in particular det(N) = det(I.N) = )\det(I) A

N - (K.7) o i »
[ det[M”] = d%t('l}l,...,’l]n) Z H’U @ _ Z ( )H'UT(Z) = det[M]Z] [ ]

! oESn T€S, i=1

Exercice K.10 Let g(-,-) be an inner dot product, (&;) be a basis, g;; = g(&;, €;). Prove det([g;;]) > 0.
Answer. [g]z is symmetric def. > 0, [g]|z = P".D.P, det([g]z) = det(P)* ]I, (\:) > 0. oa

i=1
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K.5 Volume

Definition K.11 Let (&;) be a Euclidean basis. Consider a parallelepiped in R™ which sides are given
by the vectors vy, ..., U,; Its algebraic volume and its volume relative to (€;) are

algebraic volume = det(0y, ..., v,,), and volume = |d‘qt(171, s T) |- (K.15)

e

If n =2 then volume is also called an area. If n = 1 then volume is also called a length.

Notation. Let (&;) be a Cartesian basis and (e?) = (dz?) be the dual basis. Then, cf. Cartan [6],

(1|qt noted (LA A€ =dzl A ... Adz™. (K.16)
€

And, for integration, the volume element (non negative) uses a Euclidean basis (€;) and is

A0(7) = | det | = \dzt A .o A daz”] "2 gzt dan, (K.17)

€

And the volume of a regular domain 2 is

0<|9Q]:= / dQ :/ dat...dz". (K.18)
Q o)
(cf. Riemann approach: any regular volume 2 can be approximated with cubes as small as wished.)

[al,bl] X ... X [an,bn] —Q

CTZ (fh, 7qn) —T= (:El = \111(67)7 ey Ty = \I]n(q_))
description of a domain . Prove

Exercice K.12 Let ¥ : } be a parametric

d0(F) = |Jo (@) dq"...dg", and |Q\:[|J@(®|dq1...dq7l, (K.19)
q

where Jy () = det)g[d¥(q)]|e = det[g—g((f)] = det|z(p1,...pn) is the Jacobian matrix of ¥ at ¢ = the
volume at & = ¥(§) relative to €;) limited by the tangent vectors p; (%) = g—g{(cf).

Answer. Polar coordinates for illustration purpose (immediate generalization): Consider the disk Q) parametrized
10, R] x [0,27] — R®

with the polar coordinate system W : . . )
7= (p,0) - Z=(x=pcosh,y=psinh)

} where a Euclidean ba-

—

sis (€1,&2) is used in R? (so & = pcosfHé + psinféz). The associated polar basis at ¥ = ¥(q) is (p1(Z) =

I I cos 0 I —psinf o o
55 (p,0),02(2) = G5 (p,0)), so [p1())je = (Sin9> and [p>(Z)]je = ( ppcosg ) Thus det|e(p1(Z), p2(Z)) = p

(> 0 here), thus d2 = |p| dpdf = pdpdf. Thus the volume is [Q| = [._,dQ = fﬂR:o f:;'o pdpdf = TR>. un

T

Exercice K.13 What is the “volume element” on a regular surface ¥ in R3, called the “surface element’™?

[al,bz] X [az,bz} — RS

Answer. Let U :
(u,v) = Z=9(u,v) =z1(u,v)e1 + ... + z3(u, v)es

} be a regular parametrization

of the geometric surface ¥ = Im(¥), where (&1, &2, €3) is a Euclidean basis in R3. Thus ; (%)

9 (u,v) and

to (%) = 2% (u,v) are the tangent vectors at ¥ at & = W(u,v). Hence a normal unit vector is 7(&) = GG

v ACORAGIK
thus det|#({1, 12, 1) = |1 (&) Al2(Z)|| is the area of the parallelogram which sides are given by {1 and > (volume with
height 1). Thus the surface element at Z = W¥(u,v) is dS(Z) = ||£1(Z) A t2(Z)|| dudv = 2L (u,v) A 22 (u, v)|| dudv.
Thus [3] = [, dS@) = 11, [, 152 (w,0) A 22 (u,v)|| dudv.

K.6 Determinant of an endomorphism
K.6.1 Definition and basic properties
Definition K.14 The determinant of an endomorphism L € L(F; E) relative to a basis (€;) in E is

det(L) := det(Lé1, . L) noted det(LEi, o L), (K.20)

|

the last notation if the context is not ambiguous. This define &qu :L(E;E) — R
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147 K.6. Determinant of an endomorphism

Proposition K.15 Let L € L(E; E).

1- If L = I the identity, then det|s(I) = 1, for all basis (;).

2- For all vy, ...,v, € E,

det(L.T, ..., L.T,) = &lé:t(L) det (T, ..., Ty). (K.21)

2 e

3- If Lé} = Z;L:lLijé'i; then N
det(L) = det([L]jz) (= det([Li;1)- (K.22)

4- For all M € L(E; E), and with M o L ="°%d )N [, (thanks to linearity),

&‘(?c(M.L) = &lgt(M) &lgt(L) = {e}(L.M). (K.23)

5- L is invertible iff detjs(L) # 0.
6- If L is invertible then

—~ 1

det(L™1) = < . (K.24)
& det (L)
7-If (+,+)4 is an inner dot product in E and L is the (-,-), transposed of L (i.e., (LLw, )y = (w0, L.@),

for all i, € E) then

det(L)) = det(L). (K.25)

e 2

8 If (&) and (b;) are two (-, .)g-orthonormal bases in R}, then det); = £ detyz.

Proof. 1- dets(I) =E2D det o(1.2, ..., I.8,) =ED det;s(é1, ..., &,) = 1, true for all basis.
2- Let m : (1, ..., Uy) = m(1, ..., Up) := det|z(L.U1, ..., L.0,): It is a multilinear alternated form, since
L is linear; Thus m =E3) m(€l, ..., €,) det)g; With m(ey, ..., €,) —(E=20) &g‘qg(L), thus .
3- Apply with M = [L]jz to get .
4- detjo((M.L).&1, .., (M.L).&,) = det|g(M.(L.€1), ..., M.(L.2,)) =E2D det (M) det|o(L.&1, ..., L.&y).
5- If L is invertible, then 1 = det|¢(I) = det|s(L.L ") = detjo(L) det|s(L~"), thus det|s(L) # 0.
If det e(L) # 0 then det|z(L.€1, ..., L.€,) # 0, thus (L.€1, ..., L.€y,) is a basis, thus L is invertible.
i
[9je

6- (K.23) gives 1 = det;s(I) = det|2(L~".L) = detz(L). det z(L~1), thus .
7- LTz = ([L)12)" [9])z gives det([g]jz) det([L]]jz) = det(([L]jz)") det([g]jz),

8- Let P be the change of basis endomorphism from (&) to (b;), and P = [P]s (the transition
matrix from (€;) to (b;)). Both basis being (-,+)g-orthonormal, PT.P = I, thus det(P)? = 1, thus
det(P) = +1 = deto(P). And detjg(bi,...,b,) = detjg(P.&1,..., P.&y) = detjo(P)detie(€1, ... 8) =

dety¢(P) det,3(b1, ..., by), thus det)z = det;o(P) det; = = det;;.
Definition K.16 Two (-, -),-orthonormal bases (€;) and (b;) have the same orientation iff det j = 4 detz.
Exercice K.17 Prove &gt‘g(/\L) =\" dchtw(L).

Answer. %}(AL) = d‘gt(ALEl, oy ALE,) = A" det(LE1, ., L&) = A" c%:t(L). LS

K.6.2 The determinant of an endomorphism is objective

—

Proposition K.18 Let (d;) and (b;) be bases in E. The determinant of an endomorphism L € L(E; E)
is objective (observer independent, here basis independent):

(det([L] ;) =) {e;t(m = det(L) (= det([L] ). (K.26)

|b

NB: But the determinant of n vectors is not objective, cf. (K.10) (compare the change of basis formula
for vectors [u’i]‘g = P~'.[w]z with the change of basis formula for endomorphisms [L]lg = P~1[L]j;.P).
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148 K.7. Determinant of o linear map

Proof. Let P be the transition matrix from (a;) to (b;). Hence [L]“; = P~ '[L];z.P and (Dli
give det([L]“;) = det(P~ ") det([L] ) det(P) = det([L] 7). 7

Exercice K.19 Let (@;) and (b;) be bases in E, and define P € L£(E; E) by P.d a; = b for all j (the
change of basis endomorphism). Prove

- - —~ —~ . det‘a
det(by,...,b,) = det(P), thus det =det(P)det, ie. det=-———, (K.27)
@ B E |a@ b 6 detz(P)
Answer. <i|gt(51,...,5n) = det(P.d1, ., Pfin) o=y {e}(@) det (@, .., d@n) = &‘gt(m = &lgmv) det(br, ..., by), thus
a a a a a a |b
det‘a = (i-gtm(P) detlg. -.-

K.7 Determinant of a linear map
(Needed for the deformation gradient F°(P) = d®®(P) : H@;} -~ R7)
Let A and B be vector spaces, dim A = dim B = n, and (&) and (b;) be bases in A and B.

K.7.1 Definition and first properties
Definition K.20 The determinant of a linear map L € £(A; B) relative to the bases (@;) and (b;) is

det(L) := det(L.dy, ..., L.dy). (K.28)
@b b

(And det|a g(L) = =noted qet(L) if the bases are implicit.)

Thus, with L.d; = 37—, Lijbi, i.e. [L] ;5 = [Lij], and with (K.14):

det(L) = det([Ly]). (K.29)

|@,b

Proposition K.21 Let iy, ...,14, € A. Then

det(L.ty, ..., L.ai,) = det(L) d‘gt(ﬂ'l, ceey Up). (K.30)
|5 |a@.b a
Proof. m : (i, ...,4,) € A™ — m(f[ ,ﬁn) = detu;(L.ﬁ'l7 ..., L.@,) € R is a multilinear alternated form

since L is linear; And m(ay, ... = det; ,L.a,) =62 dAe/tIa =(L) = detla (L) det)z(@, ..., dp).

Thus m = det, ;(L) detyg, cf. Kl K.10). thus

Corollary K.22 Let A, B,C be vector spaces such that dim A = dim B = dim C' = n. Let (@), (b;), (&)
be bases in A,B,C. Let L : A — B and M : B — C' be linear. Then, with M o L =m°ted \f T, (thanks
to linearity),

T{EE(M.L) — det (L) det(M). (K.31)

a,c |a,b |5,&

Proof. cliég(M.L) = dlqt(M.L.&l), oy M.L.@,)) = det(M) det(L.d, ..., L.@,) = det(M) det(L).
@z ¢ b, b b, |@,b

K.7.2 Jacobian of a motion, and dilatation

F = F(py) := d®P(py,) : ]l_é’té — R? is the deformation gradient at p, € €, relative to f and t,
cf. 1) Let (E;) be a Euclidean basis in IE@O and (€;) be a Euclidean basis in R} for all ¢ > t,. Let F;
be the components of F' relative to these bases, so F.Ej =" | Fi;é for all j and [Fhﬁ == [Fij].
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149 K.8. Dilatation rate

Definition K.23 The “volume dilatation rate” at py, relative to the Euclidean bases (E;) and (&) is

(®1)(py,) = ‘ciEgg(F) (= dlgt(F.El, o, F.E,) = det([Fy])), (K.32)

Ji5e

often written J ;5 . := det([F}|E~7€) (or simply J = det(F') when everything is implicit).

So, at ty at Py (El, ey En) is a unit parallelepiped which volume is 1 _(relative to the unit of measure-
ment chosen in R} ), and, at ¢ at p, = ®{ (py, ), g 5,2( P ) (pi,) = det|z(F.Ey, ..., F.E,) is the volume of the
parallelepiped (p;, F.E1, ..., F.E,) at p; = ®©(p,,) (relative to the unit of measurement chosen in R?).
Interpretation: With ¢ > t1 > ty, and [€;) is the basis at ¢; and to:

e Dilatation if J 5 6(@2)(;01‘0) > Jig, PP )( %) (volume increase),

e contraction if J 5 (® ) (pe) < J5,2( P 2)(p,) (volume decrease), and

e incompressibility if J|E’e( ) (p,) = J‘Eﬁg(q)iﬂ)(pfo) for all ¢ (volume conservation).

In particular, if (¢;) = (E;) then Jize(®2)(p,) = 1, and if ¢ > ty, then

e Dilatation if Jjz (®{)(ps,) > 1 (volume increase),

e contraction if Jiz (@) (py,) < 1 (volume decrease), and

e incompressibility if Jz2(®{)(ps,) = 1 for all ¢ (volume conservation).

Exercice K.24 Let (E;) be a Euclidean basis in @a, and let (@;) and (b;) be two Euclidean bases in R
for the same Euclidean dot product (-,-)4. Prove:

J15.a(®F (P)) = £J,5 (2 (P)). (K.33)

t(P) = %1 here. And (4.30) gives [F] 5 ; = P.[F] 5z,

Answer. P being the transition matrix from (&;) to (b;), det
thus det([F] z ;) = * det([F], 5 ;), thus detjz(F.E\, ..., F.E,) = £ det z(F.E\, ..., F.Ey). o

K.7.3 Determinant of the transposed

Let (A,(-,-)y) and (B, (;, ) ) be finite dimensional Hilbert spaces. Let L € L(A;B) (a linear map).
Recall: The transposed L n € L(B; A) is defined by, for all ¥ € A and all @ € B, cf. 1-

(Lt i)g := (W, L.i0)p. (K.34)
Let (@;) be a basis in A and (b;) be a basis in B. Then

G(L0,) 5 ) = det([E] ) ol Do),

Wiga (K.35)

Indeed, gives [ )glja- (L) 5.z = (L) 25) ™ [C5)n) -

K.8 Dilatation rate

A unique Euclidean basis (€;) at all time is chosen, and (-, ), is the associated inner dot product.

K.8.1 252 (t,py) = Jo(t,py,) divi(t, py)

The Eulerian velocity is @(t, p;) = %(t, Poy) at py = 5(15, Poyj). The Lagrangian velocity is V(t,pto) =
‘%O (t,py,) at p, = B(t, Poy) (so with p; = ®%(t,py,)). The deformation gradient along the motion of a

partlcle is Fo(t,py) := dOP (t,py) = F;?O (t). The Jacobian “along the motion of a particle” is

Ty () 1= T (t,p) := I (pry) = dét(th (Pw)); (K.36)
Lemma K.25 222 (t,p, ) satisfies, with p, = ®% (py,),

aJtO t() . —
W(fﬂpt{)) = JO(t,py,) divii(t, py) (K.37)

(value to be considered at t at p;). In particular, d is incompressible iff divi(t,p:) = 0.
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150 K.8. Dilatation rate

Proof. Let O be a origin in R”™. Let 0P — S dlE, Vo = S Vig, = Y0 vig, FP.E; =

d®h Ej = Y1, 825 Let [F] 5 . =noted F Jlo = Cnoted Jand [d®7] 5 = (2%, .. 22 ) =noted joi
row matrix). us et et , thus a eterminant 1s multilinear
ix). Thus J =det F =d h d i i 1tili
d(I)”
d(I)l dq)l
ot :
%tj = det do? + ...+ det dCIJ;l_l
: 9(dd™)
dpn ot )
o(dP? OP*
With & C2, thus ((‘% )(t,pto)s@”z A(%5) (6 pg) = AV (t,py,) = dv' () F(tpy ), of. (3:27). Thus
1 )
8(d<1> ) avqu)z 8Ld¢1 dd!
8t2 ! det is bz, 2 ovt d®? vl
det | d® “det | ga =% et | d® =——det| . |===J
: alternating : Oxt : Oxt
daon Jon don der
Idem for the other terms, thus
oJ ot o™ Lo
— (tpe) = 25 (&) J (b)) + oo+ 5 (8pe) J (8, ) = divii(t, pe) J(E, pyy),
ot Or or
1.€. " un

Definition K.26 divd(t,p;) is the dilatation rate.

K.8.2 Leibniz formula

Proposition K.27 (Leibniz formula) Under regularity assumptions (e.g. hypotheses of the Lebesgue
theorem to be able to differentiate under [) we have

d _ Df  ios
dt(/ptent f(t,pt)dﬂt) = /pteﬂt(Dt + fdivd) (¢, py) A

= [ G aras sav@) e an (K.38)
P+ EQ:

:/ (?9—‘:+d1v(fﬁ))(t,pt)d9t-
P+ E€Q:

Proof. Let
2(t) = / F(t.p) Q= / F(. (8, P)) JO (¢, P) dS,.
PEQ Peﬂto

(The Jacobian is positive for a regular motion.) Then (derivation under [)

D aJt
20= [ BRSSP a0

= [ + sep anitep) s P as,
Pefy,

Dt

thanks to (K.37)). And div(fv) = df.0+ f divd gives (K.38]). ua
Corollary K.28 With (i,w), ="°%? i « 1 (in the given Euclidean framework),

d of I

f(t pt) th (t pt) th + (f?] . ’I’L) (t,pt) dFt, (K39)

dt Qs 5‘ o0,
sum of the temporal variation within Q; and the flux through the surface 0€);.
Proof. Apply (K.38)3. oa
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151 K.9. 8J/0F = JF~T

K.9 0J/0F = JFT

K.9.1 Meaning of gﬁf% ?
ij

Let My, = {M = [M;;] € R"’} be the set of n % n matrices, and consider the function

Mpn — R
Z :=det : (K.40)
M = [Ml] — Z(M) = det(M) = det([Mij]).
Question: What does aavzj(M) mean?
Answer: It is the “standard meaning” of a directional derivative %(f) = df(Z).€;... where here

f = Z, thus & ="°%d A is a matrix (a vector in M,,,), and (&) is the canonical basis (m;;) in M.,

(all the elements of the matrix m;; vanish but the element at intersection of line ¢ and column j which
equals 1). So:

9z . o Z(M + hmg) — Z(M)

oI, (M) :=dZ(M).m;; = ]%1{)% A

(€ R). (K.41)

. ddet
K.9.2 Calculation of ﬁ
Proposition K.29

.. 0z B 7 . 0z s
i, 7, W”(M) =Z(M)(M™");;, written A Z M. (K.42)

Proof. a‘?wizj(M) = Timy, o 2HAHRmi) At - e development of the determinant det(M + him;)
relative to the column j gives
det(M + h[my;]) = det(M) + hc;j (K.43)

where ¢;; is the (i,j)-th cofactor of M; Thus %(M) = lim;,_. w = ¢;;; And since

M-t = m[cij]ip, ie. [cij] = det(M)M~T, we get &—ZJ(M) =det(M)(M~T);;, i.e. 1) n

K.9.3 0J/OF = JF~T usually written [a%—JJ] =JF T

Setting of § With F = d®(p;,) we have F.E; = Y1 F;;&; where Fy; = 52 (p,), and

L(RY;RY) — R

Js ted 7 - 9P, — (K.44)
e F = J(F) = det([Fy]) (= det([55(py)] = det(d®(py))),
so, J(F) = J(®) is the Jacobian of ® at p, relative to (E;) and (&;). Thus (K.42) gives:
Corollary K.30
Vi, j, (%‘L(F) = J(F)([F)~T);;, written %{ =JF T (K.45)
K.9.4 Interpretation of 3%{7?
The first derivations into play are along the directions Ej at to because Fj; = g?;j_ = d@i.ﬁj, when

(D = Zi (bigi, SO FE] = Fljél
Question: What does % mean ? That is, derivative of J in which direction ?
ij

Answer: 1- “Identify” F € E(@%,@?) with the tensor F € E(R?*,RZ);R) given by F(¢,0) = (.(F.0);
So, if F.Ej =>" | F;;é; then F = Z?j:lFijgi ® T4, where €; is a basis in R? and (7g;) is the covariant

dual basis of (E;) basis in H@{)
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152 L.1. Transport of volumes

LR™RY;R) — R
F = Jac(F) := J(F) = det(F)
E.e

)

2- Define the function Jac :

3- Then it is meaningful to differentiate Jac along the direction €; ® 7g; € E(@?*, I@%, R) to get

~ FLhe A I
dJac (F) = lim Jac(F + hé; ® mg;) — Jac(F) noted oJ
8F¢j h—0 h aFZ

(F). (K.46)

dJac (T _ 1 Jac(F+h&QE”)—Jac(F)
oF? (F) = Timyp 0 h )

Question: This is a derivation in both directions €; in I@{L (present at p;) and 7g; in ]1@?0 (past at py,
and dual basis vector); So, what does this derivative mean?
Answer: ?

(Duality notation:

L. Transport of volumes and areas

Here R” = R3 the usual affine space, t5,t € R, ® := <I>§0 R x Q) — § is a regular motion, and
Fp =d®(P). Weneed a (-,-), be a Euclidean dot product in R”, the same at all time. And (E;) and (&)
are (-,-)g-Euclidean bases in ]@?0 and R7.

L.1 Transport of volumes
L.1.1 Transformed parallelepiped

The Jacobian of ® at P relative to the chosen Euclidean bases is

Tp = J(P) = det(F{(P)) (= det(F (P).Er..... F(P).Ey). (L.1)
|E,é €

cf. 1) The motion being regular, Jp > 0. And if ([ju:’,...,(jnp) is a parallelepiped at ty at P, if

Uip = Fp.U;p, then (Uip, ..., Unp) is a parallelepiped at t at p = ®(P) which algebraic volume is

e

det(@1p, -y lnp) = Jp det(Tip, ..., Unp). (L.2)
|E

L.1.2 Transformed volumes

Riemann integrals and (L.2) give the change of variable formula: For any regular function f: Q; — R,

/ f(p) a2y = / F(@(P)) | 7(P)] dS2 (L.3)
peEQ: PeQy,
Here Jp > 0 (regular motion), hence
/ f(p) A2 = / F(®(P)) J(P) dS, . (L.4)
peEQ, PEQy,

In particular, |Q¢| = [

peq, Bl = fpesz,ﬂ J(P) dSds,.

L.2 Transformed surface
L.2.1 Transformed parallelogram and its area

Consider vectors [7113, (7213 € @% at tp at P, and, ® being a diffeomorphism, the two independent vectors
Uy = Fp.ﬁlp and s, = Fp.(_jgp at t at p = ®(P). The areas of the associated quadrilaterals are
lUwp AUsp||lg and ||ty Atap)|lg, and the unit normal vectors to the quadrilaterals are (up to the sign)

- Up AU iy A G
oo Oenlw g Ay L5)
[|Uip A Uspllg |1y A tiap)|g
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153 L.2. Transformed surface

Proposition L.1

ﬁlp/\ﬁgp:JpFI;T.(ﬁlp/\ﬁgp), in short ﬁl/\ﬁgiJFiT.(ﬁl/\U_:g), (L6)
and i r oo
FZ;5 N, - F-t N
iy = fTi_,P (# Fp.Np in general), in short 7= —————. (L.7)
|1Fp" .Npllg [[F=T.Nllg

Proof. Let Wp € Ri{‘), and W, = Fp.Wp. The volume of the parallelepiped (Uip, Uzp, Wp) is
(ﬁlp A ﬂfzp, ’Lﬁp)g = dqt(ﬁlp, ﬁgp, Iﬁp) =Jp d%t([jlp, [7213, Wp) =Jp ((7113 AN (7213, Wp)g

= Jp (Uwp A Usp, Fp' ay)g = Jp (Fp " .(Uip A Uap), ),
— ﬂlz,/\ﬁgp _ Jp FiT.([jlp/\ﬁgp) ™
for all W), thus 1} thus TonaaT, = JpIIF;T.(ﬁlp/\Uzp)llg (here Jp > 0), thus 1) ua

L.2.2 Deformation of a surface

A parametrized surface ¥y, in €2, and the associated geometric surface S;, are defined by

| a,0] x [e,d] — Qy -
Yo { (u,v) = P ="y (u,v) } and Sy, = Im(¥y,) C Q. (L.8)

Consider the basis (E; = (1,0), E; = (0,1)) in the space R x R D [a,b] x [¢,d] = {(u,v)} of parameters,
and suppose that Uy, is regular. Thus the tangent vectors at P = Uy, (u,v) € Sy, given by

=~ noted a‘I/to

flp = dl’m(U,U).El = T(U,’U),
a\I}L (L.9)
Top = dWy, (u,v).Ey noted aUt" (u,v),

are independent: fl pA fg pF# 0.
Call ¥; := @ o ¥y, = & o ¥, and S; the transformed parametric and geometric surfaces:

U= B oWy, : { la, 4] X([C’ d] = and S, = ®(S,). (L.10)

u,v) = p=Vi(u,v) = (Vg (u,v)) (= (P)) }

The tangent vectors at S; at p = ®°(P) at t:

= ov ov ) > =
tip = d¥,(u,v).Eq = 3 “——L(u,v) = dd%(P). (p)i—to(u,v)7 ie. t1, =Fp.Tip,
o ou, (L-11)
top = d¥,(u,v).Ey = (%t (u,v) = dOP (P). a—vto(u,v)7 ie. to, = Fp.Top,

are independent since ®¥ is a diffeomorphism and ¥y, is regular.

L.2.3 Euclidean dot product and unit normal vectors

Relative to (-,-)4, the scalar area elements d¥.p at P at Sy, relative to Wy, and do, at p at S; relative
to Wy, are

ov ov = =
dvp = | t@( )/\a—to(u O)||lgdudv (= ||Tip A Tap||y dudv),

8\1/ oV ’ (L.12)
do, ::Ha—ut(u,v)/\ o L, )|y dudo (= ||ty A tapl|y du dv).

And the areas of S, and S; are
ov ov

Sul= [ s [ [ 1 ) 0 ),

PeSy, u=a Jv=c v

o ov (L.13)
|st\f/ dapf/ / H—tuv A = (u, v)||, du dv.
pES: u=a Jv=c v
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154 L.2. Transformed surface

And the unit normal vectors Np at Sy, at P at f, and 7, at S, at p at ¢ are (up to the sign)

v, oV, - -
- e (u,v) A au © (u,v) ~ TipNTyp
T B o) A B o), [Tap ATop|
o (N 9 o g (L.14)
S 3t( )/\ t(uv) _ tlp/\tQp
"5 (u,v) A afu‘ (u, v)llg [[t1p A topllg
And the vectorial area elements d¥, p at P at Sy and dd), at p at S are
ov ov - -
dSp = NpdSp = a—tf’( L0) A Tm(u,v) dudv (=Tip ATop dudv)
5T v (L.15)
dé, = m,do, = ( v) A B0 Luw)dudo (= tip A Top dudv).
v
(And the flux through a surface is [ f eiido =0t [ f.ds.)
L.2.4 Relations between area elements
flp A sz =Jp F;T.(flp A fgp), cf. |i gives
oV, ov, _r 00y oV,
%(U,U)/\W(U,U):JPFPT.(W(U,U)/\W(U,U)). (L16)
And
ido, =|dé, = Jp F5T.d%p |= Jp Fp T .NpdSp, and do,=Jp||F5T.Np||,dZp. (L.17)
(Check with (L.7).)

L.2.5 Piola identity...

Reminder: The divergence (in continuum mechanics) of a 3 * 3 matrix function M = [M}] is: divM :=

n M oMl | oM} | oM}
. - 1 2 3
2j=1 X7 oxt T oxz * oxv
Z;’ 1‘;]\;1' (= ‘;J)\(ﬁ + (89]\)?3 + ‘gggg ), cf. (S.69). Its matrix of cofactors Cof(M) is given by
n  OM? oM3 | oM3 | oM3
> i1 o% axt T oxr T oxs
Cof(M )i = M i M — MiT MU, and (det M)M~1 = Cof(M)T,

Application: det([F' (P)]|E,e) ([F(P)]|E,€) = Cof ([F'(P )}lE’eﬁ)), Written in short det(F(P)) F(P)~T =
Cof (F(P)) (matrix meaning); So, in Qy,

JF™T = Cof(F) (matrix meaning). (L.18)
Proposition L.2 (Piola identity)

" 9Cof (F),

div(JFT)=0, ie Vi, VP, ZaCOf )=0 or e,

(P) = 0. (L.19)
J=1

Also sometimes ambiguously written Z - ax (JaX )=0 or Z?leLJ(Jac(gf; )) =0...

i+1 it+2 i+1 i4+2 agoiJrl 8g0i+2 847‘“ ‘+2
Proof. Cof(F)’ =F L Fil5 - FiLFT = g% oe72 — g2 perrr- Lhus

3cof(F);‘, §2pitl Pit? it 92pit2 B2l pit? Jpitl  PRypit?
OXJ  9XIOXitl9Xit? | 9XitlOXi9Xit?  9XIOXiTZOXitL  9Xi+2 9Xi9Xitl
And summation: The terms cancel out two by two. .
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155 M.1. Definitions

L.2.6 ... and Piola transformation

Goal: for a @ : Q — R?, find Upiopa : , — @g s.t., for all wy = ®° (wy,) (With wy, open subset in Q),

/ ﬁPiola . N ¥ = / Ue ﬁda, (LQO)
Owy, Owy
i.e.
/ divUpiola dS, = / diviz dS, (L.21)
Wiy wi
i.e., with (L.4)), for all P € Qy,,
divUpiola(P) = J(P) divii(®(P)). (L.22)

Proposition L.3 With p = ®(P),
Upiona(P) = J(P)F(P)~\.ii(p), (L.23)

i.e., Upiola == J ®*(@), i.e. = J times the pull-back of @ by ®. Hence

U(p) « 7i(p) do = /Pea (J(P)F(P) ".d(®(P))) » N(P)dx. (L.24)

PEwy
Proof. d(@o ®)(P) = dii(p).F(P), thus
div((JF1).( 0 0)) (P)EZD divp(JF~1)(P).2(@ (P)) + J(P)F(P)~! ¢ (dii(p)-F(P))
— div(JF~T)(P) « @(p) + J(P)(F(P).F(P)™") @ di(p)
0+ J(P)I, § dif(p) = J(P)divi(p),

thus Upiela(P) := J(P)F(P)~L.i(p) satisfies (L.22). (Check with components if you prefer.) oa

Definition L.4 The Piola transform is the map (between vector fields in ; and Q)

T, — T
{ ' o (L.25)

@ — Upiola, Upiola(P) := J(P)F(P)~Lii(p) when p= ®°(P).

M Work and power

M.1 Definitions
M.1.1 Work

Let a be a differential form (unmissable in thermodynamics, e.g. @ = dU the internal energy density,
a = 0W the elementary work, o = §@ the elementary heat...).
And consider a regular curve ¢ : t € [to, T] — c(t) € R™ and let 9(t, c(t)) := &’(¢).

Definition M.1 The work of the differential form « along the curve ¢ is

T wd [T
/a = / alt,e(t).e'(t) dt "= / a.dé
c t=ty t=ty

- e (M.1)
_ / alt, c(t)).0(t, (b)) dt "2 / o.idt.
t=to t=to
E.g., Wi (a,c) = [, 6W = work along c of the differential form oo = §W.
Particular case: If « is a stationary and exact differential form, i.e. U s.t. @ = dU, then
/ dU = U(e(T)) — Ulclty)) "2 AU (M.2)

i.e. the work only depends on the extremities (to) and ¢(T) of the curve c. Indeed:
J.dU = J.Z,, dU(e(t)) = il “FEW dt = [U o Jf) = U(e(T)) = Ule(t)-
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156 M.2. Piola—Kirchhoff tensors

M.1.2 Work in continuum mechanics

Consider an object Obj, a motion ® : (t, Poy) € [to,T] x Oy — p(t) = &)(t,PObj) = <T>p0@ (t) € R™, the
trajectories cp, =Pp, :t € [to,T] — p(t) = ®p,, (t) € R", the Eulerian velocities #(t,p(t)) = cp,,’(t).

Definition M.2 The work of o along ® is the sum of the works of « along all the trajectories: With

Pty = (to PObj) (b(t PObj) @pay( ) (btﬂto( ) and Qt (t Ob]) it is
Wi (3) = / o= / / ot @, ()00 ¥ (1)) d) A, (M.3)
0
Poy € Obj P Foyy Py €4 =
. T
written = f%eﬂfo (fimy, U dL) Q.

And an observer (very) often imposes a Euclidean dot product (-, -), ="°%d . +, -» and then represents
the linear forms ay(p) € R™* with its (-, -),-Riesz representation vector fi(p) € R" (observer dependent):

(/Ca:) /tioa.dé’: /:tof-gdé (= /:tof-gﬂdt). (M.4)

Particular case: If f: gr?adggo then it is said that fderives from a potential .

Details: fderives from a potential ¢ means: Jp € C! s.t. f-gﬁ = dp.v for all U, i.e. f: gradggo is
the (-,-)4 Riesz representation vector field of dp. And then the work of “the force field f;’ is independent
of the trajectory, cf. (M.2).

M.1.3 The associated power density
Definition: The power density of a differential form a along ® is the Eulerian function
C= |J ({t}xxu) >R
V= Q.0 telto,T] (M.5)
(t,p) — ¥(t,p) = a(t,p).(t,p).

And the power at t is

4 - d i -
Pi(®) =P(t, @) == / Y(t,p) dl = / i (p)-T(p) A " P (L, ) = Pu(T). (M.6)
peEQ: peEQ;
With a Euclidean dot product (-, )4, then with the (-,-),-Riesz representation vector fof a we get
P8 = [ Filp)eilp)d. (ML7)
PEY,

M.2 Piola—Kirchhoff tensors
M.2.1 Classical presentation

At all time, a unique Euclidean basis (€;) and associated Euclidean dot product . s . are imposed.
Usual (first order) hypothesis for the internal stress in a material: The power density is of the type

Y =g :dv (subjective quantity), (M.8)
which means:
If [o]|e = [04;] and T = lzlvlez then ¢ = ]210” oz, (M.9)
So the power at ¢ is
Pr(0y) = Y(t,p)dQ = / a,(p) : dvy(p) dSs. (M.10)
PEQ PEQ:
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157 M.2. Piola—Kirchhoff tensors

M.2.2 Objective internal power for the stress

Recall: If ¥ is a (regular) Eulerian velocity field, then d;(p) is an endomorphism at each ¢ and p.
First order hypothesis for the internal stress in a material: There exists an endomorphism 7 s.t. the
power density is given by
Y = Tr(z.dv) (objective quantity), (M.11)
And the power at t is
PEQ
Quantification with a basis (€;) at t: With ¢ = Z?:lvié}, then dv.¢; = Z?:l g;? €;; Thus with 7 given
y L

n
by 7.€j = > .1 7€,

S Z T” 8 (objective quantity). (M.13)
i,j=1
Duality notations : 7= Y, v'é;, dv.&; = Y1 9% €, 7.6, = Y1 7€ and ¢ = DT ;gf
Tensorial representations: An endomorphism is identified with a ( tensor and M 11 i M.12 read

peil:

And with (7.;) the (covariant) dual basis of (¢;) at ¢, we have di = Y7 ., 2% &;®@,; and T= szleijé}@

7,7=1 81
7e; (and we also get (M.13)).
With a chosen Euclidean dot product (-,-),, and with (M.8)

n
61)1‘

[—U]\é‘ = [—Jhé gives w [ Z ]l . Z g 8x ( N )
i,5=1 i,j=1 J
I)uahty notations: w E i,j= 10 ;aamv]

M.2.3 The first Piola—Kirchhoff tensor

The Piola—Kirchhoff approach consists in transforming Eulerian quantities into Lagrangian quantities to
refer to the initial configuration, with the help of a Euclidean dot product. %, is fixed.

The Lagrangian velocity Vi =0oted V" given by V(t,P) = o(t, ®(P)), satisfies dV,(P) =
dt,(p).F(P) ="°ted gV (P) when t is fixed and p = ®% (¢, P); Thus (M.12) gives (the Jacobian .J(P)
being positive for a regular motion)

Uy) = T V(P). -1
P = | o, 2O O (T PVEE) S(P)ac,

(M.16)
_ / (J(P)F(P)"".2,(®(P))) ©dV(P)de, (objective).
PeQy, B
Quantification: Choose a basis and a Euclidean dot product (-, -),, thus
Py(¥) = / (J(P)z,(p)".F(P)™"): dV(P)dSy, (subjective). (M.17)
PeQy, —

K(P)

Definition M.3 Relative to f and ¢ and a Euclidean dot product, and with z (p )T =noted a,(p), the
first Piola—Kirchhoff tensor at P € ), is the linear map H(ﬁ’g (P) =roted @ (P) e L(R?;RY) deﬁned by

to?

IK(P)=J(P)g,(®(P)).F(P)~", written | =Jg.FT| (M.18)

So
PuT) = [ HK(P):dV,y(P)dS,. (M.19)

g

Remark M.4 Looking at 1l we can also define TIP°(P) = JfO(P)Ftt‘)(P)_l.gt(fbio(P)) (ob-
jective) which can be called “the objective Piola—Kirchhoff tensor”. ~ And we have P:(v;) =
thO T (P) @ dV/*(P)dS, (objective); And then introduce a Euclidean dot product to use the trans-
posed to define A (P) =1 (P)T (subjective). oa
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158 M.3. Classical hyper-elasticity and the notation OW/OF

M.2.4 The second Piola—Kirchhoff tensor

K (ps,) is not symmetric: It can’t be since H(py) € E(I@g;]@?) is not an endomorphism. To get a
symmetric tensor, the second Piola—Kirchhoff tensor is defined:

Definition M.5 The second Piola—Kirchhoff tensor is the endomorphism I (P) € E(@%;I@Z‘)) defined
by, in short,
K=F'mK=Jr"'or " (M.20)

In particular, if o (p) € L(R?;R?) is (-, -),-symmetric then 9K (P) € E(@g}; @%) is symmetric.
Thus, with the pull-back of the endomorphism dv; € E(I@?, I@?),
(®*d,)(P) = F(P)~'.d,(p:).F(P), (M.21)

and with d,(p;) = dV (P).F(P)~" and o, (p) symmetric (so K is symmetric),

Py(T,) = i B - dV dSy, :/Q (F.8€) : dV d, :/Q ([F).[9K]) : [dV]T d,
’ ’ FT.dv ;VT F (M-22)
— [ @V Ry, = [ 9 (T,
Q4 Qi 2

Remark M.6 It is a “chosen time derivative” of K (t) = J(t)F(t)~*.a(t).F(t)~" that leads to some

kind of Lie derivative as explain in books in continuum mechanics, see footnote page .

M.3 Classical hyper-elasticity and the notation 0W/0F
M.3.1 Notation OW/JF

A and B are finite dimensional spaces, dim A = n, dim B = m, and W € CY(L(A; B);R), so

- {L(A; B) =R } _ {L(A; B) — L(L(A;B);R) }
W —~ , and dW: — (M.23)
L — W(L) L — dW(L)

fapm ineari == /V[? L hM — /W\ L
is given by dW(L)(M)" =" GIV(L).M = lim (L + h) (Z)
notation 11—
when L is the name of the variable:

for all M € L(A;B). Notation

— oW — oW
AW (L) "2 (), so dW(L).M " T (L). (M.24)

oL oL
Example M.7 A= B =R", and W(L) := Tr(L) (the trace of an endomorphism L € £(R"; R")). Here
dTr(L)(M) = limp, 0 w = Tr(M) since the trace is linear: %TLr (L) :=dTr(L) = Tr. ua

Example M.8 A = R, B = R?, [ = F = d®%(p,). Then dW(F).M =n°ted 2W(F) \f ¢ R is the
derivative of W at F € E(@%; R?) in a direction M € £(I§Z}; Rm). n

M.3.2 Expression with bases (quantification) and the notation 0W/0L;;

—

Let (@;) € A™ and (b;) € B™ be bases in A and B, and let (7y;) € (A*)™ be the dual basis of (d;). Then
consider the basis (L£;;)i=1,...m ="°%d (b; @7,;) in L(A; B) (made of the linear maps £;; : A — B defined

by Lij.@e = 0;eb; for all i = 1,...,m and j,£ = 1,...,n).
The derivation of W at a L € L(A; B) in the direction of a basis vector £;; is, cf. 1)
noted W . W(L+hLy) - W(L)

oW

o (L) = dW(L).L;;

9,5 (L) ) (M.25)

notation used when the L;; are the components of L, i.e. L =>71" >0 Li;jLq; (e L.d; = S Lijbs
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159 M.3. Classical hyper-elasticity and the notation OW/OF

for all j, i.e. [L]\a i = [Lij]). So, the Jacobian matrix of W at L relative to (Li5) is
. oW ted .
[@W D]z, = [g7 - (D] iztem M AW (L)) 55 = [V (L)) (M.26)
ij

So, dW (L) being linear, if M = > Mi;L;j then (linearity)

. . oW
AW (L).M =" M;; dW(L).L;; = ZM@W(L) = [M] ;5 : [AW(L)) ;5 (M.27)
i . ij
(= [dW(L)]la 7" [Mha 7) with the double matrix contraction.
Duality notations: a := ma;, £;7 ="°t¢d b, @4/ (because L(E; E) ~ L(E*, E;R)), (M]3 =[M"], ie
M.d; = ¥, M¥3b; for all j, written M = 3, M';b; @ a?; dW (L).L;7 =04 ZH(L), 0 [dW (L)]

(2 (L)], and

|Ei®aj =

(L)M?;. (M.28)

NB: dW( ) e L(L ( R?;R™);R) and M = L(R";R™) are different kinds of mathematical objects,
hence [M ]| pidW(L )] is nothing but a “term to term product” called “double matrix contraction”.

Example M.9 Continuing example with (b;) = (Ei,) Then W( ) = Tr(L) gives dW( )M =
Tr(M) = ), Mj;, thus —1( ) = 0i; for all 7, j, thus [dW( Nie =[] = [88 ( )] (identity matrix), and

we recover dTr(L)(M) = [gLTZ (L)) : M) =1I]: [M] =" M;; = Tr(M). wa
Remark M.10 Continuing example [M.8& The meaning of the derivation S’Tﬁ? = % is intriguing;:
3 J

(S’TWU(F) = dW(F).L’U = d/W(F).(é} ® mgj) is a derivation “at the same time” in the directions €; (at

(t,p)) and 7g; (dual basis of (E;) at (fo, P)). Duality notation: glzv\} (F) = dW(F)(é'Z ® E7). ua

M.3.3 Motions and w-lemma

Generalization of (M.23]): With Uy open subset in a affine space which associated vector space is A, let
—~ [UsxL(A;B) =R
W

PI) /VV(R 0 } , and Wp(L):=W(P,L) (at any fixed P € Uy). (M.29)

And let (usual notation) diWp (L) ="°ted 9,1(P, L) =noted 8W.(p 1) S for all M € L(A; B),

oW . W(P,L+hM)—W(P,L)
or (BB = fimy h

(= d(Wp)(L).M = 8,W(P,L).M). (M.30)

Then consider a motion ® := ®® : Q, — Q;, and F :=d®: P € Q) — d®(P) € L(H@%;H@?); And define

CH Q43 %) — C°(; R) /\ /\
f:{ , o f(®)(P) = W(P,dd(P)) = Wp(d®(P)). (M.31)

O — f(P):= W(.,d@(.))}

So f is a function of ® which only depends on its first (covariant) gradient F' = d®. (Toward: “The power
of a motion ® at P only depends on the deformation gradient”.)

10,0, 1O, -0 %0, -
S0 df {c @) :;(g)mto,m),c <Qm,R>}, and

CH Q43 ) — CO(Q; R
U df(D). U

df(q)):{ )}, with (df(®).0)(P) = df (B(P)).¥(P). (M.32)
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160 M.3. Classical hyper-elasticity and the notation OW/OF

Lemma M.11 (w-lemma) If f and W are C* then, for all ®,¥ € CH Qs ),

oW
oF

Af (D). = (., d®).dV | = 9, W (.,dD).dV, (M.33)

i.e. (df(®).0)(P) = 2¥(P,dd(P)).dU(P) , for all P € Q.

Proof. df(®)(¥) = limy_q L@ -f(®) ¢ O Q5 Qy), ice., for any P € Q;, we have df (®)(V)(P
h to to
f(‘I’-‘rh‘I’)(Z)—f(‘I’)(P) = limp_so WP(d‘I’(P)-i-hd\Il}(LP))—WP(d‘I’(P)) _ dWP(d(I)(P)).d\I/(P), ie. (M.33)

limy, g

Quantification: With bases (E;) and (¢;) in I@” and R and d\IJ.Ej =37 13}1’(‘ é;, we get

_ BW 8\1’1‘ noted 6W 8\111' noted aW
Marsden duality notations: df (®).¥ = 3W ov = [8W ov oW dy].

7 7l gyl = 551
5= OF;0X7 ~ \oF; oX7 T LoF

M.3.4 Application to classical hyper-elasticity: K = OW/0F

(8)) = (E;) is Euclidean basis and (-, -)g is its associated Euclidean dot product, the sames at all times ¢.
Let o, (p) be the Cauchy stress tensor at t at p = ®(P). Let IK = I (®) be the first Piola-Kirchhoff

tensor, i.e. I (®)(P) = det(dCI)(P))%(Q(P)).dq)(P)’T, cf. 1)
Definition M.12 If there exists a function IX such that (first order hypothesis)
IK(®)(P) = IK(P,d®(P)) (M.35)
then IK is called a constitutive function (K only depends on d® = F' the first order derivative of ®).
[ x LRY;RE) - R
Definition M.13 The material is hyper-elastic iff W : - s.t.
(P,L) — W(P,L)

(KK (D) =) ﬁ((.,d@):aﬂ(.,dé), written 3{:%, (M.36)

that is, IK (P, F(P)) = 2¥(P, F(P)) for all P € Q,, where F = d®.
Quantification (Marsden notations): (E') dual basis of (E;), F.E; = Yr Fié, K.E; =

S IKYE;, and [IK(., ®)] = [HKY(., )] = [gﬁ (., F)]: For any (virtual) motion ¥ : Q — Q,
J

., d®).dV = Zam . g;’; = [IK(.,F)]: [dV], (M.37)

which means, B (d®)(d¥)(P) =, g;z (P,F{*(P)) 2% (P) for all P € Q.

Exercice M.14 With C = FT.F = C(F), and with F =", Fi.é; ® EX, prove
ocC

o7 F) = ;F;;(EJ ® EX + Ex ® E’) (= dC(F).(¢; ® E”)), (M.38)
and \/»
oNC 1 1 0C .
o = §(\@) ap e 2V/C.d(VC) = dC. (M.39)

Answer. Euclidean basis, thus (¢; @ E/)T = E;® ¢, and FT = >k Ffﬁ[ ® €*. Thus
C(F+hé&; @ E') = (F+hé&; @ BN .(F + hé&i @ E') = (FT + hE; @ €').(F + hé; @ E”)
=F' F+h(E;®e)F+hF . (&@E)+h*(E;®c).(6;®E’) (M.40)
=C(F)+h (Y FkE;@ BX +> FiEx ® B') + h* E; @ E”.
K K

Thus (M.38). And dC(F) is linear, hence dC(F).L =Y, L dC(F).é; ® E’.
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161 M.3. Classical hyper-elasticity and the notation OW/OF

With /F : @ = V(@) = /(@) we have LEHZSED — (/7 (# 4 hz) + /F(F)). LELZNTED s
h — 0 gives df (T).Z, = 2v/f(Z).dV[(Z).Zk, thus df (T) = 2/ F(Z).dV [ ().
In particular, f = C and & = F give dC(F) = 2v/C(F).dv/C(F), thus . un

M.3.5 Corollary (hyper-elasticity): K = oW /oC

For the second Piola—Kirchhoff tensor 9 = F~L1.HK: We get the existence of a function w
{Qto x L(RY;RE) — R

— s.t. (constitutive function), with C' = FT.F,
(P,L) = W(PL)

W

‘g(fo(vc) - %

(., C). (M.41)

See Marsden and Hughes [12] for details and the thermodynamical hypotheses required.

N Conservation of mass

Let p(t,p) = p:(p) be the (Eulerian) mass density at ¢ at p € €, supposed to be > 0; The mass m(w;) of
a subset w; C y is

m(we) = / pt(p) dwy. (N.1)
pPEWL
Conservation of mass principle (no loss nor production of particles): For all wy, C 2, and all ¢,
miw) =ml), e [ p)de= [ py(P)da, (N2)
PEW: Pewy,

Proposition N.1 If then, with J(P) = det(d® (P)) (positive Jacobian the motion being sup-
posed regular) and p = ®°(P),

P
_ r(P) (N.3)

Proof. The change of variable formula gives

/ ) = /P pR(P) I (P) e,

thus (N.2) gives p (PP (P))JP(P) = ps, (P). n

Proposition N.2 ¥ = ¥(t,p;) being the Eulerian velocity at (t,p;) € R x Q, gives

D
Ff Y pdivi=0, ie. % + div(pd) = 0. (N.4)
Thus, for all w; C €y,
0 S
/%5 8—': dwy = —/‘%t pu.it doy. (N.5)
Proof. lb gives %(fp(t)ew p(t, p(t)) dw) = 0, and Leibniz formula 1} applied for all w; gives (i
Then the Green formula [, div(p)dQ = [, pv.iido; gives (N.5). ou

Exercice N.3 Use (N.3) to prove (N.4).

Answer. J(t, P)p(t, ®(t, P)) = ps, (P) give, with p, = ®(¢, P),

aJ

E(t’ P) p(t,pe) + J(t, P) (%(typt) + dp(t, pt).dd(t, P)> =0.

Thus 27 (t, P) = J(t, P) divi(t,p), cf. (K.37), gives (N.4). .
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162 O.1. Framework

O Balance of momentum

0.1 Framework

D : [to, T] x Obj — R™ is a regular motion, ; = o(t, Ob), Ty = 99 (the boundary), ¢ is the Eulerian
velocity field, w; is a regular sub domain in Q; and dw; is its boundary.

An observer chooses a Euclidean basis (€;) (e.g. made with the foot or the metre) and call (-,-), the
associated Euclidean dot product. And 7i(t, p) = 7;(p) is the outer unit normal at ¢ at p € Jwy.

All the functions are assumed to be regular enough to validate the following calculations.

U @ x2) >R (U G xo) —E
Let p: ¢ t€lto,T] (a mass density), let f : ¢ t€[to,T] (a
(t,pr) — p(t, pe) (t,pe) — f(t,pe)
U ({t} x dw, x R?) — R»
body force density), and let T : { t€[to.T) (a surface force density)

(t,p1,7(pr)) — T(t,pe, 7i(pr))
defined for any regular subset w; C ;.
0.2 Master balance law

Definition O.1 The balance of momentum is satisfied by p, f and T iff, for all regular open subset w;
in Qt;

d - R
%(/ pvdy) = fdQy + / Th., dT'y  (master balance law). (0.1)
wi wt Owy
(It is in fact a linearity hypothesis, see theorem [0.2])
Thus, with (K.38)),
Dloi
/wt l()pt”) + pidive dQ, = /w

Fdoy + / T, dTs. (0.2)
t Owy

And with the conservation of mass hypothesis, cf. (N.4), we get

Dv . .
pﬁz dQ, = [ Fdoy, + / T, dTy, (0.3)
wi wi Owy

with %? = v = the Eulerian acceleration.

0.3 Cauchy theorem T = o.i (stress tensor ¢g)

Theorem 0.2 (Cauchy first law: Cauchy stress tensor) If the master balance law is satis-
fied, then T'is linear in 11, that is, there exists a Fulerian endomorphism g, identified to a Eulerian tensor
g€ T (), called the Cauchy stress tensor, s.t. on all dw;, in short

T =o.i, (0.4)

IS}

where 7 is the unit outward normal to dw, (i.e., T(t,p;) = a(t,pt).i(t,pe) for all t and p; € Ow).

The proof is based on:

0 —>R _ O x R3 —
Lemma 0.3 Let ¢ : - € CY % R) and 1 : 2 x Eﬁ - R _ ¢ ECHOR%R). IF
p —¢(p) (p, ) — ¥(p, )
Vo openin©, | plp)d= [ ulp.ip)ar (0.5)
PEW pEAwW

(no dependence on the curvature or on higher derivatives since at any p € dw, ¥ only depends on 7i(p)),
then
3k € CHOR3) s.t. o = (k,7),, and @ = divk, (0.6)

i.e. 1 depends linearly on 7, and ¢ is a divergence.
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163 0.3. Cauchy theorem T = g.ii (stress tensor g)

Proof. (Lemma ) (This proof is standard: We recall it.) Let p € Q C R3. Consider the tetrahedral
defined by its vertices p, p + (h1,0,0), p + (0, h2,0) and p + (0,0, h3), with h; > 0 for all i. (On each
face of a tetrahedron, the unit normal vector is uniform.) Let ¥, the side which outer unit normal is
—Elz It area is o1 = %hghg (square triangle). Idem for Yo and 3. Let ¥ be the fourth side: its area
is o = 1\/h3h% + h3h? + h2h3 and its outer unit normal is @ = 5t (hohs, hahi, hihs) (see exercise ,
that is 77 = (n1,n2,n3) with n; = 2 pour i = 1,2,3. The volume of the tetrahedral is %hlhghg —noted y
Let M := sup,g |¢(p)]; We have M < oo, since ¢ is continuous in Q. Then give

M > | ; Y(p,7i(p)) dl|, so ) ¥(p,ii(p)) dl = O(%). (0.7)

And 1 being continuous, the mean value theorem applied on X; gives: There exists p; € ¥; s.t.

/ w D7 dF = Uﬂﬁ(pmnz)

Thus
; Y(p,7i(p)) dl' = (Uﬂ/J(Pl, _El) + o20(t, pa, —E2) + 031 (p3, —53) + 01/)(P4,ﬁ)>~

Then, ¥ being continous, (O.7) gives
a19(p1, —E1) + 029(p2, —Ez) + 03 (p3, —E3) + otp(pa, @) = O(£). (0.8)
We flatten the tetrahedron on the yz face by taking ho = hs ="°%d 1, and h; = h2%; Thus oy = ih?,

oy = o(h?), o3 = o(h?), o0 ~ o1, 13 = %h‘L, with 7 ~ —i; = E; and p; ~ p; Then

¥(p, —E1) + ¢ (p, +E1) = 0. (0.9)

Idem with zz and zy. And for a fixed tetrahedron with hq, ho, hg given, consider the smaller tetrahedron
with €hy,eho,ehs. Then as ¢ — 0 with give

b)) = = T, —Er) = Z(p, —E) = Tl me

since n; = % pour ¢ = 1,2,3. The same steps can be done for any (inclined) tetrahedron (or apply a
change of variable to get back to the above tetrahedron). Thus v, is a linear map in 7,, that is, there
exists a linear form «,, s.t. ¥,(7,) = a7, for any p € dw. And the Riesz representation theorem gives:

noted E = u
P

E”Zp s.t. Oép.’ﬁ:p = (Ep;ﬁp)g = *Np. m

Proof. (Theorem.) Apply Lemma component by component with ¢ = p% — f = Y e,

cf. " . n

Corollary 0.4 With divg := Z?:l(zyzl%)é; (definition of “the matrix divergence” see 4 ),

in €y,
th ' (0.10)

(matrix meaning). (With duality notations, diva := >7;" | (37, gij )€E;.)

Proof. Apply the divergence Formula to (O.3). un

Exercice 0.5 Consider a triangle T in R3 which vertices are A = (h1,0,0), B = (0, ho,0), C = (0,0, h3).
Prove that i = (hohs, hshy, hihs) is orthogonal to 7' and that o = £+/h3h2 + h2h? + h3h3 is its area.

Answer. Consider the parametric surface 7(t,u) = A+ tAB 4+ uAC for t,u € [0, 1] describing the triangle. Thus

—h1 —h1 hohs
=% AN = ABANAC = ha | A 0 = | hshi | is orthonormal. And do = ||$5 A 2Z||dudt =

0 hs hihs
VV/h3h2 + h2h? + h?h3dudt. Thus o = ft 0 f do = \/h3h% + h3h} + h}h% is twice the aera of the triangle. o
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164 Q.1. Tensorial product and multilinear forms

P Balance of moment of momentum

Definition P.1 The balance of moment of momentum is satisfied by p, f and 7' iff for all regular sub-open

set wy C p
L L OM A7, :/

- pm/\fdfzt+/ OM AT dl,, (P.1)

wi wt Owy

equality called the master balance of moment of momentum law. (This excludes e.g. Cosserat continua
materials.)

Theorem P.2 (Cauchy second law.) If the master balance law (so T = g.11) and the master balance of
moment of momentum law are satisfied then g is symmetric.

Proof. (Standard proof.) Let & = OM => xiﬁi, and T = > T,E;, = gl = Zij Jijnjﬁi. Then

(ﬁrst component) (f/\ f)l = $2T3 — $3T2 = x2(031n1 + o39m92 + 0’33’03) — .733(0'21711 + o92n2 + 0'23’/13) =

($2031 — 5630'21)111 + ($2032 - (E3022)1’L2 + ($2033 - $3023>’I’L3. Thus fawt (f/\ f)l dl“t = fwt a(ng?’ali;m’m +
O(r2032—23022) + 6(IZU?§I_3$3023) th = fwt T2 (leg)g + xg(divg)g + 039 — 093 dws.

ox
1) gives P%f —f= divg, thus & A (py — H=zA diva, so the first component of & A (py — f)is

zo(dive)s—x3(diva)s, cf. |b Thus tb gives fwt 039 —093 dwy = 0. True for all wy, thus o35 —093 = 0.
Idem for the other components: ¢ is symmetric. .

Q Uniform tensors in L}(F)

Uniform tensors enable to define without ambiguity the “objective contraction rules”. Uniform tensors
are scalar valued multilinear functions acting on both vectors and linear forms.

NB: In classical mechanics courses, what is called a “tensor” generally not a tensor but a matrix.
E.g. you may encounter the expression “Euclidean tensor” which means: The matrix representation of
“something” with respect to a Euclidean basis (based on the foot, metre,...) chosen by some observer.
(An “Euclidean tensor” is a non-sense, e.g. can you define a “Euclidean vector”?)

Q.1 Tensorial product and multilinear forms

Let Aq,..., A, be n finite dimension vector spaces. And AF = L(A;;R) the set of linear forms.

Q.1.1 Tensorial product of functions

Let f1 : A1 = R, ..., fn : A, — R be n functions. Their tensorial product is the function f; ® ... ® f, :
A; X ... x A, — R defined by (separate variable function)

(E.g.,n=2and A; = As = R and (cos @ sin)(z, y) = cos(x) sin(y).)

Q.1.2 Tensorial product of linear forms: multilinear forms

Let £(A1, ..., Ap; R) be the set of R-multilinear forms on the Cartesian product A; x ... X A,,, that is, the
set of the functions M : A; x ... x A, > Rs.t., foralli=1,...,n,all Z;,y; € A; and all A € R,

Mooy B 4 Moy o) = Mooy @) + A Mooy 5,0, (Q.2)

the other variables being unchanged.
Definition: An elementary tensor is multilinear form M =/, ® .... ® ¢,,, with ¢; € A} for all 4; So

V(@ )iene € [JAin (1 ® oo @ £n) (@1, 000y Fn) = (01.51)...(6n.Ep) € R. (Q.3)

i=1

(The dot in ¢;.%; is not an inner dot product: It is the duality “outer product” ¢;.%Z; := £;(Z;), cf. (A.45)).)
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165 Q.2. Uniform tensors in L(E)

Q.2 Uniform tensors in L2(FE)

Let E be a real vector space, with dim(E) = n € N*. In this section we consider the first overlay on F

made of multilinear forms M on F, called the uniform tensors of type 0 s or of type (2)

E.g., M € £L9(E) a linear form, M € £L}(E) an inner dot product, M € £2(E) a determinant...
Notations for quantification purposes: (€;) is a basis in E, (7¢;) is its (covariant) dual basis (basis in
E* = L(E;R)), (0;) is its bidual basis (basis in E** = L(E*;R)).
Q.2.1 Definition of type (2) uniform tensors

L3(E) :=R, and if s € N* then
LYE):=L(E x ... x E;R) (Q.4)
—_———

s times

is called the set of uniform tensors of type (g) on E.

Q.2.2 Example: Type ((1)) uniform tensor — linear forms
A type (}) uniform tensor is an element of £L9(E) = £(E;R) = E*: It is a linear form ¢ € L(E) = E*.
Quantification: With ¢; := ¢(¢;) we have, cf. (A.11),

- ted
0= limei, and [jr, = (6 . ) "= (Q-5)
i=1
(row matrix for a linear form). Duality notations: (e’) is the covariant dual basis and £ = " | {;e’.
vy
Thus, if ¥ € E, ¥ =), v;€;, then ¥ is represented by [¢]jz = | : (column matrix for a vector),
Un
and the matrix calculation rules give
(% n
(@) = Weldlie= (6w )| 2] =Yt "Eea, (Q.6)
vn i=1

Duality notations: v =Y. ,v'¢; and ¢(7) = Y. ,{;v", and Einstein’s convention is satisfied.

Q.2.3 Example: Type (g) uniform tensor
A type (g) uniform tensor is an element of £3(F) = L(E, E;R): It is a bilinear form T € L(E, E;R).
Quantification: Let T;; := T'(¢;,€;). Then, with ¢ = Y7  v,6; and & = Y ;" w;€;,

(v, w) = Z Tijviw; = [0)[p[T)je. [z, ie. T = Z TijTei & Tej- (Q.7)
i,j=1 i,j=1
Duality notations: T'(v,w) = >},
An elementary uniform tensor in £J(E) is a tensor T = ¢ ® m, where £,m € E*. And so, for all
v, € B,

T;jv*w’, and Einstein’s convention is satisfied.

(6 @ m)(¥, @) = (£.5) (m.D). (Q.8)

Q.2.4 Example: Determinant
The determinant is a alternating (2) uniform tensor, cf. 1}

Q.3 Uniform tensors in L](F)

In this section we consider an over-overlay on E: The multilinear forms acting on both vectors (€ E) and
functions € E* (linear forms).
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166 Q.3. Uniform tensors in L5(E)

Q.3.1 Definition of type (;) uniform tensors
Let r,s € Ns.t. r+ s > 1. The set of multilinear forms

LI(E):=L(E" x...xE",Ex..xE;R) (Q.9)

7 times s times

is called the set of uniform tensors of type (%) on E.

The case r = 0 has been considered at §

When r > 1, a tensor T' € L7(E) is a functional: Its domain of definition contains a set of functions
(the set E* = L(E;R)).

Q.3.2 Example: Type ((1)) uniform tensor: Identified with a vector

A uniform () tensor is a element T' € L{(E) = L(E*;R) = L(L(E;R);R) = E**. With the natural

canonical isomorphism

E — E* = L}(E)
: rrd i — * (Qlo)
W — J(W) =w, defined by w({):=(w), VleFE",
cf. (T.9) and prop.
w G so wl "G (= D). (Q.11)

So a ((1)) type uniform tensor w is identified (natural canonical) to the vector @ = J 1 (w).

Interpretation: FE** is the set of directional derivatives. Indeed, if £ is an affine space, if F is the
associated vector space, if p € £, and if f is a differentiable function at p, then w.df (p) : df (p).0 is
the directional derivative along .

Remark: In differential geometry, w.df is written w(f), so @W(f)(p) := df (p).w, the definition of a
vector being a directional derivative.

Quantification: For all i, j,
;. = 0ij = ey, thus 8 = J(&) "% e, (Q.12)

Duality notations: 0;.¢/ = 6/ = el.&. B.g., if fis a C' function then df(p) = Y fii(p) mei (=
Z?:lfli(p) e') and
ol (v) = df ()& = is(p) "= 0(N() "= () ). (Q.13)

Q.3.3 Example: Type (1) uniform tensor

An elementary uniform tensor in £}(F) is a tensor T = u ® 3, where v € E** and 8 € E*. And, with
= J 1(u) € E, cf. (Q.10), we also write T' = @ ® 3. Thus, for all / € E* and @ € E

(u® B) (£, %) = u(t)B(@) = £(@)B(@) "= a(e)B(w) "L (@ @ B) (¢, ). (Q.14)
Quantification: Let T'(m,;, €;). So
T= Z Ti; € @mej, and [T)e = T3], (Q-15)
ij=1

[T)je = [T};] being the matrix of T relative to the basis (¢;). Duality notations: T(e",&;) = T";, [T] e =

[T%], T =327 ,-,T";€ ® ¢, and Einstein’s convention is satisfied.
Thus with £ € E*, £ =37 lie' € E*, and W€ E, W =Y w'é; € E, (Q.15) gives

T(l,0) = Z Tijei(l)me; (W) = Z Tijliw; = [0 1.[T)je-[w]je (Q-16)

n

([¢]|¢ is a row matrix). Duality notations: T'(¢, W) = Zm:lTij&wj and Einstein convention is satisfied.
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Q.3.4 Example: Type (;) uniform tensor

The same steps are applied to any tensor. E.g., if T € L1(E), then with duality notations, 7%, =
T(e" €j,€) and

Z Tiés@e @e®, and T(¢ Z Tl w (Q.17)
i,5,k=1 i,7,k=1
Q.4 Exterior tensorial products

Let Ty € L7} (E) and Ty € L72(E). Their tensorial product is the tensor Ty ® Ty € L' 17*(E) defined by

Ss1+S2
(Tl ® T2)(€1,17 ...,52’1, ceey 17:1’1, ...,ﬁgyl, ) = T1(£1,17 ceny ﬁl,lv ...)Tz(gg,l, ...,'L_L'Qﬁl, ) (Q18)

Particular case: with A € L)(E) =R and T € L7(E),

A@T =T®\:=A\T € L1(E). (Q.19)

Example Q.1 let T1,T2 € L1(E). Quantification: Let T3 = Z?; ((Th)%€ @ € and let Ty =
Zm 1(T2) €r ®e™; Then T) @ Ty = EZj,k,m:l(Tl) (TQ) €; ® 63 & ek ®Re™ e £2( ) un
Remark Q.2 Alternative definition: T\QT, = ZZj,k,m:l(Tl) (M)ke @ ¢ @ & @ em €

L(E*,E,E*,E;R). And we get back to the previous definition thanks to the natural canonical
isomorphism J : L(E*,E,E* E;R) — L(E*,E*,E,E;R) = L3(E) defined by J(T) = T where
T, m,v,w) =T, v, m,w). .
Q.5 Contractions

Q.5.1 Contraction of a linear form with a vector

Let £ € LY(E) = E* and @ € E. Their contraction is the value

o) A g g noted g (Q.20)

And with a basis (€;) and its dual basis (m¢;), £ = > i liTe; and @ = Y w;€é; give
0l =Y liw; = [0z [W]]e = Y wili = 0.0 = Tr(d @ L), (Q.21)

where Tr is the objective trace operator Tr : L(E; E) ~ L](E) — R (defined by Tr(€; ® me;) = 0%).
Duality notations: .0 = ;" /;w’, and Einstein convention is satisfied.

Exercice Q.3 Use the change of coordinate formulas to prove that the computation £.47 in (Q.21)) gives
a result independent of the basis.

Answer. Let P be the change of basis matrix. So [W]new = P~ .[Woia and [(Jnew = [fota-P, cf. , thus
[Onew- [@new = ([Qoa-P).(P™.[@]ora) = [lora.(P.P™).[@ota = [flota[]ora (= £.7). =
Q.5.2 Contraction of a (}) tensor and a vector

Let £ € E* and i € E. The contraction of the elementary tensor  ® ¢ € L}(E) with  is defined by:

(@ ® 0).@ = (L.9)d. (Q.22)
contraction

Thus, if (€;) is a basis in E and (m;) is the dual basis, and T = Y. T};€; @ me; € Li(E) and

1,7=1
=37 u;€; € F, then
n n )
T=> T;&od = Ti= )Y Tué (Q.23)
i,j=1 ,j=1
because 7 () = u;. Duality notations: T.4 = ZZLJ \Tiul .

167
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Then, with the natural canonical isomorphism (£1(E) =) L(E,E*;R) ~ L(E;E), see (T.7), any
endomorphism L € L(E; E) defined by L.¢; = Y, L;;é; can be written, for calculation purpose,

= - o noted . _([@22) - -
= Z L;j€; ®me; = L, which means L.4 = ZLijujei (Q.24)
ij=1 i=1

when @ = 37, u;€, since 7.;(@) = u;. Duality notations: L =3 ", | L';& ®@e’.

Q.5.3 Contractions of uniform tensors

More generally, the contraction of two tensors, if meaningful, is defined thanks to (Q.20): Let Ty € L} (E),
Tye LE(E), e B and i€ E.

Definition Q.4 The objective contraction of Ty ® £ € L, (E) and 4 ® T € L2T!(E) is the tensor
(Ty ®0).(E® Tp) € LLM17? given by
(Tl ® é)(ﬁ@Tg) = (fﬁ) T1 ® T2. (Q25)
contraction

In particular (77 ® £).4 = (£.@) T1 (as in (Q.22)), and £.(€ ® Ty) = (£.4) Ts.
And the objective contraction of Ty ® 4 € L2T1(E) and (@ T € L2 | (E) is the tensor (T} ® @).({ ®
Ty) € L1172 given by
(T1 ® ﬁ)(f ® TQ) = (ﬁg) T ®Ts (: (éﬁ) T ® TQ). (Q26)
Quantification with a basis (€;), examples to avoid cumbersome notations:

Example Q.5 Let T € Li(E) = L{(E), T = szle;é} ®el. With @ € E ~ E* = L{(E),
@ =" wle), (Q.25) gives Tui € Lj(E) ~ E and

n
Tii= Y Tjw'e;, ie [Tib]iz= [Tz (column matrix). (Q-27)
ij=1
(Einstein’s convention is satisfied.) Indeed, T\ = Y77, Tjw Fe ®el).e, = sz7k=1’_l’jwké;(ej.é’k) =

S Tl (8]) = o0 Tiwié,. With £ € B* = L(E), £ = Y1 4’ (Q.25) gives L.T € LI(E) =
E* and

=Y 4Tje/, e [LT)z=[l)[T]jz (row matrix). (Q.28)

ij=1
(Einstein’s convention is satisfied.) Indeed £.7 = (3", ¢; ei).(zzkzlﬂké’k@)ej) = sz’k:l&Tf(ei.é’k)ej =
Zz = 1€ T 6 =n

Example Q.6 Let S,T € LI(E), S=37,_,Siei®ef and T =37, | Tfé, @ /. Then

Y SiTféiee, ie [ST)e=[S)[T)e (Q-29)
i,9,k=1
(Einstein’s convention i sat'isﬁed.) Indeed ST = (CrpmiSie © €).(F o Tem ® ) =
sz’k’mzls,iT;”é}(ek.é’m) ®el = sz’kZISiTké} ®el. e

Example Q.7 Let T € L5(E), T =37, T} @ ¢l @ e, and @, @ € E ~ Li(E), & = Y;_ w'¢; and
4= ,u'€. Then

i= Y Thotdoe € LU(E), and (T.d)i= Y Thuw'uie " 7(a, o). (Q.30)
i,j, k=1 i, k=1
(Einstein’s convention is satisfied.) So [Tz = [3_,_, T}, w"] i=t..n. And with £ € E*, (= Sor b€,
(Tab).a@).l = > Thwblt; = T(L,i,%) = LT (i, %) = £.(T.F).q. (Q.31)
i,7,k=1
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Q.5.4 Objective double contractions of uniform tensors

Definition Q.8 Let S,T € L{(E). And let (¢;) be a basis in E, (¢') its dual basis, S = Y., 57¢; ® ¢/
and T = szlejé} ® e/. The double objective contraction S () T of S and T is defined by
SOT=>Y ST (Q.32)

ij=1
(Einstein convention is satisfied.)

Proposition Q.9 S () T defined in (Q.32) is an invariant: It is the trace Tr(Lg o Lr) of the endo-
morphisms Lg, Ly € L(E; E) naturally canonically associated to S and T (given by {.Lg.i := S({, )
and (.Ly.a := T((,4) for all (@,0) € E x E*). So the real value ', _,SiT] has the same real value
regardless of the chosen basis (el (Which is not the case of the term to term matrix multiplication
§:T=3",_,SiT}, see next §(Q.5.5 and example Q.13 m)

17737

Proof. Let (@) and (b;) be two bases and P = | P!] be the transition matrix from (d;) t o (b)),
ie., Ej = Y Pja; for all j. Let Q@ = [Q} := P~'. Then b' = > 7" Q' Let S =
Zij(Sa)gﬁi ®a = Zij(Sb)él_);— @ b. So [(Sp)i] = P7'.[(Sa)}].P (change of basis formula for ()

tensors identified with endomorphisms), i.e. (Sp)i = .., Qi(Sa)k, P for all i,j. Idem with T.
Thus Zi,j(sb)j'(Tb)z = Zi,j,k,m,a,ﬁ Q}.(Sa)m PmQJ( )apﬂ = Zi,j,k,m,a,ﬁ(Sa)fn(Ta)gpiﬁQ;chmQé =
> e (S (Ta) 50100 = S04 (Sa )i (T .

Definition Q.10 More generally, the objective double contractions S () 7" of uniform tensors, is obtained
by applying the objective simple contraction twice consecutively, when applicable.

E.g., T1 ® 61’1 ® 61’2 and ﬁ271 ® 172’2 ® T2 give

(Th @ 11 ®l12). (a1 Qlzo @To) = (1,2.Uz2,1)(Th ® £1,1) ® (Uz,2 @T3)
—_———— —_——
first second (Q33)
= (l1,2.Uz,1)(f1,1.Uz,2) Th @ To.

Example Q.11 Let S € L3(E), T € L3(E), S = E”k | Shéed e, T = Eaﬂ'y \ToPe, @éz@e.
Then

n
ST = Z S]i»kT;“ﬁé} el @éz®e’, and S OT = Z kajel ®ev. (Q.34)
.3,k 8,7=1 1,5,k y=1
(Einstein’s convention is satisfied.) oa

Exercice Q.12 If S € L(E,F;R), T € L(F,G;R) and U € L(G, E;R) then prove

S QT.U)=(ST) QU= (U.S) T (circular permutation). (Q.35)
Answer. If S = ZS;EL}- Y, T = ZT;EZ ®c and U = ZU;& ® a’, then T.U = ZT,;UJ}“EZ ® a’, thus
S O(T.U) = Y SL,TUF, and ST = 3. SiTFa; @ ¢, so (S.T) QU = S SiTEU™. And the second equality
thanks to the symmetry of (), i.e. (S.T) QU =U ((S.T) = (U.S) () T with the previous calculation. .

We define in the same way the triple objective contraction (apply the simple contraction three times
consecutively). E.g., with (Q.34]) we get

SOT= Z St RTH,. (Q.36)
i,5,k=1

(Einstein’s convention is satisfied.)
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170 Q.6. Kronecker (contraction) tensor, trace

Q.5.5 Non objective double contraction: Double matrix contraction

The engineers often use the double matrix contraction of second order tensors defined by (term to term
multiplication): If S = [Sj;] = [S] and T' = [Tj;] = [T}] then

S:T:=Y 5Ty =Y ST " Te(s.77). (Q.37)

i,j=1 i,j=1
Einstein’s convention is not satisfied, and the result is observer dependent for associated endomorphism:

0 4

Example Q.13 Let (&;) be a basis, let S € L(E;E) given by [S]z = (2 0

S.€5 = 4¢4). Then the double matrix contraction (Q.37) gives

) (so S.e1 = 2¢; and

SZS:[S]g:[S}gi4*4+2*2:20. (Q38)
Change of basis: let by = & and by = 2&,. The transition matrix from (&) to (b;) is P = <(1) g) Thus
10 0 8 0 8
- = -1 = = =
stg=rgsi= (1 1) (2 %)= (2 3). s
S:8=[S];:[S];=8%8+1x1=65#20. (Q.39)

To be compared with the double objective contraction: [S]z () [S]e = 4%24+2x4 = 16 = [S]; O[S]; =S 0 S
(observer independent result = objective result).

So it is absurd to use S : S (double matrix contraction) if you need objectivity: Recall that the foot is
the international vertical unit in aviation, and thus the use of the double objective contraction is vital,
while the use of the double matrix contraction can be fatal (really). Also see the Mars climate orbiter
probe crash. un

Exercice Q.14 Let S € L£I(E) (e.g. a metric), let (@;) be a Euclidean basis in foot, and let (b;) = (A@;)
be the related euclidean basis in metre (change of unit). Give [5])5 : [S]jz and [S] ; : [S]; and compare.
(The simple and double objective contractions are impossible here since S and T are not compatible.)

Answer. Let S = 0. S,a ®@a’ = 27 Spb" @ b, Since (b)) = (Ad;) we have b = La’. Thus

) ] i,j=1 - ) i,j=1 b
szzlSa,ijal ®a = szzlSa,ij)?bl %4 b], thus )\2Sa’¢j = Sbﬂ'j. Thus
(Sl [Sls = D (S0,i0)* = A" Y (Sais)? = X'[S)ja : [Sja (Q.40)
i,j=1 i,j=1
with A* > 100: Quite a difference isn’t it? a

Q.6 Kronecker (contraction) tensor, trace
Definition Q.15 The Kronecker tensor is the (}) uniform tensor § € £1(E) defined by

V(0, @) € E* x E, §(0,i) := L., (Q.41)

And the Kronecker symbols relative to a basis (€;) are the reals defined by, calling (7.;) the dual basis,

Lifi = j, . n _
0ij 1= 0(Tes, €5) = { 0 ;z #j } ie. J:= Zﬂ'ei ®@e', [0 =[0;] =[] (Q.42)
) i=1

(identity matrix whatever the basis). Duality notations: % := d(e’,€;), d := >, & ® ¢’ and [d] = [6}].
Definition Q.16 The trace of a () uniform tensor T’ € £}(E) is

Te(T)=6 0T (=Te(Lr)) (Q.43)
(with the natural canonical isomorphism T € L}(E) ~ Ly € L(E; E) given by T'(¢, %) := {.Ly.7).

Thus Tr(T) = 3.1, T%.
In particular Tr(§) = n, and Tr(§ @ ¢) = Y, v'¢; = £.¥ when 7 = ), v'€; and ¢ = > liel.
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171 R.1. Introduction, module, derivation

R Tensors in 77 (U)

R.1 Introduction, module, derivation

Let A and B be any sets, and let F(A; B) be the set of functions A — B. The “plus” inner operation
and the “dot” outer operation are defined by, for all f,g € F(A; B), all A € R and all p € A,

{ (f +9)(p) = f(p) +9(p), and

ML) = A (), A DAL

(F(A;B),+,.,R) is thus a vector space on the field R (see any elementary course) called F(A; B).
But the field R is “too small” to define a tensor which can be seen as “a linear tool that satisfies the
change of coordinate system rules™

(R.1)

Example R.1 Fundamental counter-example: Derivation. Let U be an open set in R™. The
derivation d : @ € C*(U;R") — di € CO(U; L(R™;R")) is R-linear: In particular d(A@) = A(d) for all
AeR...

...but d doesn’t satisfy the change of coordinate system rules, see @ .

So a derivation it not a tensor (it is a “spray”, see Abraham-Marsden [I]).

In fact, one requirement for 7" to be a tensor is, e.g. with T' = « a vector field: For all ¢ € C°(U;R),
and all @ € T'(U) (C*°-vector field),

(o) = 9 T(). (R2)
While
d(pwW) # pd(W), because d(pwW) = @ dw + dp.0. (R.3)
Thus the elementary R-linearity requirement “T.(\@) = A(T.w) for all A € R is not sufficient to charac-
terize a tensor: The R-linearity has to be replaced by the C'*°(U;R)-linearity, cf. (R.2).

Thus we will have to replace a real vector space (V,+,.,R) over the field R with the “module”
(V,+,.,C>(U;R)) over the ring C*(U;R), which mainly amounts to consider for all A = ¢ €
C*°(U;R). Remark: The use of a module is very similar to the use of a vector space, but for the use of
the inverse: all real A # 0 has a multiplicative inverse in R (namely %), but a function f € C*(U;R) s.t.
“f # 0 and f vanishes at one point” doesn’t have a multiplicative inverse in C*°(U;R). u

R.2 Field of functions and vector fields

Framework of classical mechanics: U is an open set in an affine space £ which associated vector
is E. And the definition of tensors is done at a fixed time ¢ (concerns the space variables). As before, the
approach is first qualitative, then quantitative with a basis (€;(p)) and its dual basis (7 (p)) = (e*(p)),
at any p € £.

R.2.1 Field of functions
Let f € C*(U;R) be a function. The associated function field is

~ U =-UxR
: ~ (R.4)
p = f(p) = (p; (),
and p is called the base point. So Imf = {(p; f(p)) : p € U} is the graph of f. Definition:
TO(U) == {f : f € C®(U;R)} = {field of functions} = the set of (}) type tensor on U, (R.5)
or the set of tensors of order 0 on U. Abusive short notations (to lighten the writings):
o) "2 (), and TYU) "L 0= (U;R), (R.6)

but keep the base point in mind (no ubiquity gift).
In T{(U), the internal sum is defined by, for all f,g € T3 (U) with f(p) = (p; f(p)) and g(p) = (p; 9(p)),

(F+Dp) = (f+9) @) (= ®:f)+9p), (R.7)
and the external multiplication on the ring C°°(U;R) is defined by, for all ¢ € C*(U;R),
() = i (@) (= (050®) (D)) (R.8)

(the base point p remains unchanged). Thus (79 (U), +,.) is a module over the ring C>°(U;R).
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172 R.3. Differential forms

R.2.2 Vector fields

Let @ € C*°(U, E) be a vector valued function (at least Lipschitzian, to get integral curves, cf. Cauchy—
Lipschitz theorem). The associated vector field is

- {U —UXxE

w :

~ (R.9)
p — w(p) = (p;u(p)).

So Imuj = {(p;W(p)) : p € U} is the graph of o, and the definition of W tells that the vector w(p) has to
be drawn at p (the base point). Abusive short notation:
@(p) "= ii(p)  instead of w(p) = (p; W(p)). (R.10)
It lightens the notations, but keep the base point in mind. Let
T'(U) := the set of vector fields on U. (R.11)

More precisely, we will use the following full definition of vector fields (see e.g. Abraham—Marsden [1]):
A vector field is built from tangent vectors to curves. It makes sense on non planar surfaces, and more
generally on differential manifolds.

R.3 Differential forms

The basic concept is that of vector fields. A first over-layer is made of differential forms (which “measure
vector fields”):

U = E*
Definition R.2 Let « ) (so a(p) is a linear form at p). The associated differential form
p —alp

(also called a 1-form) is “the field of linear forms” defined by

(R.12)

- U —-UxPE*
p — a(p) = (p;alp)) (= “apointed linear form at p”).

And p is called the base point, and Ima = {(p; a(p)) : p € U} is the graph of a.

Thus, if & € Q'(U) (differential form) and @ € T'(U) (vector field), then &.w € TO(U) (field of scalar
valued functions) satisfies

.~ [U =UxR
RN o~ . . (R.13)
p = (@) (p) = (p; (.d)(p)) = (p;alp).w(p)) €U xR.
Short notation:
a(p) " a(p),  instead of G(p) = (s a(p)). (R-14)
but keep the base point in mind. And
Q' (U) := the set of differential forms U. (R.15)

R.4 Tensors

A second over-layer is introduced with the tensors with are “functions defined on vector fields and on
differential forms” (which “measure vector fields and differential forms”).

U — L7(E)

p = T(p)
cf. (Q.3.1)). And consider the associated function

Let r,s € N, r+s > 1, and let T : { } (so T(p) is a uniform (2) tensor for each p,

. { U —UxL%(E)
: N (R.16)
p = T(p)=(p;T(p))
Abusive short notation: _ N
T(p) "2 T(p) instead of T(p) = (p;T(p)), (R.17)

but keep the base point in mind.
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173 R.5. First Ezamples

Definition R.3 (Abraham—Marsden [I].) T is a tensor of type (0) iff T is C>°(U; R)-multilinear (not only
R-multilinear), i.e., for all f € C(U;R), all 21, 2o vector field or differentiable form where applicable,
and all p € U,

{ T0)(r20) + 2(0). ) = T 2(P) ) + TR 2lp), ), o
Tp)(.- f(p)21(p), ) = ) T(P)(... 21(p); ---), '
written in short
T(yz1+22,...) =T(...,;z1,...) + T(..., z2,...), and
And
T7(U) := the set of (]) type tensors on U. (R.20)

(Recall: TY(U) := C>(U;R) the set of function fields, cf. (R.4).)

Remark R.4 Definition in differential geometry lessons: A tensor is a section of a certain bundle over

a manifold. For classical mechanics, definition gives an equivalent definition. .

R.5 First Examples
R.5.1 Type (?) tensor — differential forms

If T € TY(U) then T(p) € E*,s0 T = a € QY(U) is a differential form: T2(U) c Q' (V).
Converse: Does a differential form o € QY(U) defines a ((1)) type tensor on U? Yes: We have to
check (R.18)), which is trivial. So a € TY(U), so QY(U) c TY(U).
Thus
(U) = QY (V). (R.21)

R.5.2 Type ((1)) tensor (identified to a vector field)

Let T € TY(U), so T(p) € L{(E) = L(E*;R) = E** for all p € U. Thus, thanks to the natural canonical
isomorphism E** ~ E, T(p) can be identified to a vector, thus TP (U) c T'\(U).
Converse: Does a vector field @ € I'(U) defines a ((1)) type tensor on U? Yes: We have to check ,
which is trivial. So T'(U) C T (U).
Thus
T (U) ~T(U). (R.22)

R.5.3 A metric is a (g) tensor

Let T € T9(U), so T(p) € LY(E) for all p € U, and T (i, w) € T(U) for all @,@ € T'(U).

_noted

Definition R.5 A metric gon U is a (g) type tensor on U such that, for all p € E, g(p)
inner dot product on E.

gp is an

R.6 (}) tensor, identification with fields of endomorphisms
Let T € TL(U), so T(p) € LI(E) for all p € U, and T, w) € TY(U) for all o € QY(U) and @ € T'(U) (so
T(p)(a(p),d(p)) € R for all p).
- U —Ux L(E; E)
The associated field of endomorphisms on U is Ly : ~ where Lr(p) is
p — Lr(p) = (p, L7(p))

identified with T'(p) thanks to the natural canonical isomorphism L(E; E) ~ L(E*, E;R) = L1(E) given
by
Vle E*, Vb€ E, (.(Lp(p).W)=T(p)¥,w). (R.23)

R.7 Unstationary tensor

Let t € [t1,t2] C R. Let (Ty)seft 1] be a family of (7) tensors, cf. (R.16). Then T : ¢t — T'(t) := T is called
an unstationary tensor. And the set of unstationary tensors is also noted 77 (U). E.g., a Eulerian velocity

field is a ((1)) unstationary vector field.
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174 S.1. Differential

S Differential, its eventual gradients, divergences

S.1 Differential

The definition of the differential of a function is observer independent: All observers have the same
definition (qualitative: no man made tool required, like a basis or an inner dot product).

S.1.1 Framework

Classical Framework: & are F affine spaces associated with vector spaces E and F, and ||.||g and ||.||F
are norms in E and F such that (E,||.||g) and (F,||.||r) are complete (we need “limit that stay in the

U —->F
space as h — 07, ). U is an open set in &, and @ : is a function. If applicable, £
p = pr=2(p)

and/or F can be replaced by E and/or F. (The definitions can be generalized to manifolds.) Reminder:
Definition S.1 Let p € U. The function @ is said to be continuous at p iff ®(q) — ®(p) relative to the
a=p

considered norms, i.e., [|®(q) — ®(p)||F —||q—p||z—0 0, also written (Landau notation): Near p,

D(q) = @(p) + o(1), (S.1)

called “the zero-th order Taylor expansion of ® near p”. In other words:
Ve >0, 3n > 0s.t. Vg € € s.t. ||g — p||g < n we have ||®(q) — P(p)||r <e.
And C°(U; F) is the set of functions that are continuous at all p € U.

S.1.2 Directional derivative and differential (observer independent)

Let pe U, u € F, and let f: R — F defined by

F(h) == (p + hid) (S.2)

Definition S.2 The function ® is differentiable at p in the direction « iff f is derivable at 0, i.e. iff the
limit f'(0) = limy0 M =noted 4§ (p)(w) exists in F, i.e. iff, near p,
O(p + hii) = ®(p) + hd®(p)(u) + o(h), (S.3)

equation called the first order Taylor expansion of ® at p in the direction @ (it is the first order Taylor
expansion of f near p).

Then d®(p)() is called the directional derivative of ® at p in the direction .

And if, for all @ € E, d®(p)(@) exists (in F') then ® is called Gateaux differentiable at p.

Exercice S.3 Prove: If ® is Gateaux differentiable at p then d®(p) is homogeneous, i.e., d®(p)(A\d) =
Ad®(p)(u) for all 4 € E and all X € R.

Answer. limj_.q w = Alimp_.o W = Alimg_0 w. e
Definition S.4 If @ is Gateaux differentiable and if moreover d®(p) is linear and continuous at p, then

® is said to be differentiable at p (or Fréchet differentiable at p). So

®(q) = ®(p) + hd®(p).pq + o(|[Pd|| &), (5.4)
since then d®(p)(@) ="°%d d®(p).7 for all @ € E (linearity).
And the affine function aff, : ¢ — aff,(¢) := ®(p) + d®(p ).pq is the affine approximation of ® at p.

(So, the graph of aff, is the tangent plane of ® at p.)

Definition S.5 & : U — F is said to be differentiable in U iff ® is differentiable at all p € U. Then its
differential is the map

p _{U — L(E; F) ©5)

p — d®(p).

And C1(U; F) is the set of differentiable functions v such that d® € C°(U; L(E; F)).
And C?(U; F) is the set of differentiable functions ¢ such that d® € CY(U; L(E; F)).
. And C*(U; F) is the set of differentiable functions ¢ such that d® € - YU; L(E; F))....
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175 S.2. A basis and the j-th partial derivative

CHU;F) — COUL(E; F)) | .
5 dd '

Proposition S.6 The differentiation (or derivation) operator d : {

R-linear (“a derivation is linear”).

Proof. d(® + A\U)(p).7 = limj_0 (‘I"*‘)\‘I’)(P'i-hi)—(‘l’-i-/\‘l’)(:ﬂ) = limy,_.o ‘1’(?+hﬁ)—‘1’(1))+2‘1’(?+hﬁ)—A‘I’(P) —
limy, o 2EHDL@) 4 ) Jiy, o YEHDYE) — G (p).G 4 AdW(p).T = (dB(p) + Ad¥(p)).@ for all p
and @, thus d(® + AV) = d® + \dV for all A € R and ®,¥ € CY(U; F). oa

Exercice S.7 Prove: if f € C'(U;R) (scalar values) and ® € C'(U; F) then, for all @ € E,
d(f®).4 = (df.u)® + f(d®.%) (S.6)
(and we also write d(f®) = ® @ df + f d® for a use with contraction rules).

Answer.
d(f®)(p)-ii = lim f (p+hu)¢>(p+Zu) — f(p)®(p)
_ i RO (pthad) — f(p)2(pthd) | f(p)E(p+ha) — f(p)2(p)
h—0 B h _‘h S.7)
= tim DI 0) 1 01)) + Jim ) 2L = 20)

(df (p).@)®(p) + f(p)(d®(p).@).
Tensorial writing: d(f®).4 = (® ® df).© + (f d®).u, thanks to the contraction rule which gives (® ® df).w +
(f d®).@ = B(df.@) + f(dD.7). o

Remark S.8 In differential geometry, the definition of a tangent map is defined by, with definition

UxFE — FxF
T<I>~{ (S.8)

(p, @) — T®(p, @) = (2(p), d®(p)-@)-
The two points p (input) and ®(p) (output) are the base points, and the two vectors @ (input) and
d®(p).u (output) are the initial vector and its push-forward by ®. un
S.1.3 Notation for the second order Differential
Let ® € C%(U; F); Thus d® € CY(U; L(E; F)), thus d(d®) € C°(U; L(E; L(E; F))); So, forp € U and @ €
E, we have d(d®)(p).@ = limy, o “2@HDA*@) ¢ £(E: ), and, with 7 € E we have (d(d®)(p).7@).7 € F.
Definition S.9 The bilinear map d>®(p) € L(E, E; F) is defined by

PO (p)(@,7) = (d(dD) (p).).7. (3.9)

thanks to the natural canonmical isomorphism L € L(E;L(E;F)) + T, € L(E,E;F) given by
Ty (1, i) := (L. ).y for all @y, 1y € E; Thus L ="°%d 77 thus d(d®) ="°*d ¢2®(p) € L(E, E; F).

This gives the usual second order Taylor expansion of ® (supposed C?) near p in the direction :

2
O(p + hil) = D(p) + hdd(p).i + % d2®(p)(iZ, @) + o(h?) (S.10)

(=the second order Taylor expansion of f : h — f(h) = ®(p + hil) near h =0, cf. (S.2))).
And Schwarz’s theorem tells that d?>®(p) is symmetric when ® is C?, i.e. d*®(p) (i, ) = d*®(p)(¥, @).

S.2 A basis and the j-th partial derivative

Definition S.10 Let ® € C*(U; F), @ € I'(U) (a vector field), p € U. The derivative of ® at p along @

is defined by

%(p) = d®(p).d(p) (= lim O(p + hiil(p)) — (p)

h—0 h

930(p) = € F). (S.11)

This defines the directional derivative operator along :

5. {cl(U;f) — C%(U; F)

D — 95(D) :=d0.d, ie. 9z(®)(p) := dD(p).d(p). (5.12)

(And 9z(®)(p) ="°%d 7(®)(p) in differential geometry thanks to E ~ E** which gives dz ~ .)
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176 S.3. Application 1: Scalar valued functions

In particular, if (€;(p)) is a basis at p, then the j-th partial derivative of ® at p is

0% ) = a2 ) (= i 2EFIELNZ2E)

e, ®(p) = 0;®(p) = ), (5.13)

and the j-th directional derivative operator is (the three notations dg, = 9; = % for the same operator)
- J

C'(U;F) = C°(U; F)

Oz, =0; = —: S.14
J aé'j b — agjq) = 8ij> = g%f) = d@é} . ( )
J

(In differential geometry a fourth notation is used: 9z, ® =noted & (@) because a vector field is identified
with a “derivation field” thanks to the canonical isomorphisme E E**)

Moreover if U is an open set in the vector space E, if (€;) is a Cartesian basis in F, then for any
7 =noted S 2,¢; € E we have the usual notation (fifth notation):

noted a‘b( ) ie. Os cI)noted 0o
Ox; e dxj’

Oz, () (5.15)
S.3 Application 1: Scalar valued functions
S.3.1 Differential of a scalar valued function (objective)

U —->R
Here (I)notedf
p — f(p)

form). So df (p) € E* for all p € U, and df (p).d = limj 0 w € Rforall @€ E.

} is a O scalar valued function, so df € Q1 (U)NC(U; E*) (a C° differential

Exercice S.11 Prove: If f,g € C'(U;R) then (derivative of a product)

d(fg) = (df)g + f(dg), (S.16)
ie., d(fg)w = (df W)g + f(dg.w) for all W € T'(U).

Answer. limj,_o f(p+hw)9(p+hh13)*f<mg(ﬁ) = limp_0 F(pth@)g(pthiw) —f(p)g(p+hd) limy, 0 f(P)g(P+hw;)*f(P)g(p) _

limp—o M(g(p) +o0(1)) + limp—o f(p)w, calculation that only requires the first order (affine)
approximation of f and g: We get the same result as with the affine functions f(z) = ao+a1z and g(z) = bo+b1z,
which give (fg)(z) = aobo + (aobi+a1bo)z + a1biz?, and then (fg)'(z) = aobi+ai1bo + 2a1b1x, which is indeed
equal to (f'g + fg')(z) = a1(bo+biz) + (ao+a17)bs. u

S.3.2 Quantification ...
Let (€;(p)) be a basis at p. Then we write

(df (p).&;(0) =) 0 £(p) "X f,(p) (= lim f(p+ héj(p)) — f(p)

h—0 h

). (S.17)

So, with (7;(p)) the dual basis of the basis (€;(p)), and with f|;(p) := 7ei(p).df (p) (j-th component of
df (p) in the basis (m¢;(p))), we have

df = mee], and [df (p)lje = (fu(p) - fiu(p)) (row matrix). (S.18)

So df.i = 377_, fiju; = [df]je-[@]|e when @(p) = 3=, ui(p)&i(p)-
Duality notations: me; = €', 4 =7 u/€;, df =37, fi; €, df- i = 3°7_, fi;u/, and with a Cartesian
basis, m.; = dz* and df = > O i,

7j=10x7
Exercice S.12 Prove: (fg); = fj; 9+ fg); when f,g:U — R are C' scalar valued functions.
Answer. Apply (S.7): here d(fg) = gdf + fdg, i.e. d(fg).¢; = (df.€;) g + f (dg.€;) for all j. .

And df(p) € E* satisfies the covariant change of basis formula for linear forms, i.e., if (@;(p )) and
(bi(p)) are two bases at p and P(p) is the transition matrix from (@;(p)) to (bi(p)), then [df (p)];; = [4.30)

[df (p)];a-P(p), or in short:
[df];; = [df]ja-P (covariance formula). (S.19)
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177 S.3. Application 1: Scalar valued functions

S.3.3 ... and the notation %

If U is an open set in the vector space E, if (&) is a Cartesian basis in E, if & =noted S x;€;, then
(mes) =m0t (dz;) (dual basis) and, for all f € C*(U;R), we have the usual notation:

. af noted of _ i ﬁ _
Oz, f = 0;f = = o df_;1 o, dz;, (S.20)

ie forall #=>" 6 €U,

Z@x] Z)dx;, (S.21)

unmissable in thermodynamics. (Duality notations: df (Z) = Z?:l%(f) da?.)

S.3.4 Gradients (subjective) associated with a differential through inner dot products
Let f € CY(U;R) (a C! scalar valued function). Choose (subjective) an inner dot product (-,-), in E.

Definition S.13 The conjugate gradient grzxdgf(p) of f at p € U relative to (-,-),, also called the
(+,-)g-conjugate gradient of f at p, is the (-, -),-Riesz representation vector of the linear form df (p) € E*:

grad, f(p) == Ry (df (p)). (S.22)

I.e., the vector grgxdg f(p) € E is characterized by, cf. 1}

Vi€ E, |df(p).d= (grad,f(p), @), |=grad,f(p) s, . (S.23)

Fundamental: An English observer with his Euclidean dot product (-,-), in foot and a French observer
with his Euclidean dot product (-,-), in metre have the same differential df (defined independently of
any unit of measurement); But do not have the same gradient:

erady f B2 2grad f with A2 > 10. (S.24)

Quite different vectors isn’t it? The “gradient vector” strongly depends on the chosen inner dot product.
And to forget this fact leads to accidents like the crash of the Mars Climate Orbiter probe, cf. remark [A.T5]

Subjective first order Taylor expansion: If an inner dot product (-,-), exists and is used, then the
first order Taylor expansion (S.3)) gives

fp+hid) = f(p) + h(grad, f(p), @)y + o(h) (= f(p) + hgrad,f(p) s, @+ o(h)). (S.25)

Fundamental once again (we insist):

e An inner dot product does not always exist (as a meaningful tool), see § (thermodynamics),
thus, for a C*! function, a gradient does not always exists (contrary to a differential).

e df(p) is a linear form (covariant) while grad f(p) is a vector (contravariant). In particular the
change of basis formulas differ, cf. (A-30):

[df)jnew = [df]jota- P, while  [grad ]j,e, = P~ [grad,]|ora- (S.26)

e df cannot be identified gradf (with one?) (Recall; there is no natural canonical isomorphims between
E and E*.) The differential df is also called the “covariant gradient”, and any of its associated gradient
vectors is also called the “contravariant gradient relative to an inner dot product”.

Isometric Euclidean framework: If one Euclidean dot product can be imposed to all observers (foot?
metre?) then grad,f =noted o130 f = Vf and 1) is written df.@ = gradfe«u = Vf+4 (isometric
framework).

Exercice S.14 Cartesian basis (€;) and (-,-), given by [g]}z ((1) 2) Give [df]|z and | gradyf
- af
Answer. [df]z = (% %) (row matrix) and (S.23) gives [grad, f]jz = ( 189(% ) (column matrix # [df]”). ou
2 Ozo
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178 S.4. Application 2: Coordinate system basis and Christoffel symbols

S.4 Application 2: Coordinate system basis and Christoffel symbols

(Necessary when dealing with covariance.)

S.4.1 Coordinate system, and coordinate system basis

Consider a (open) set Uyar = {7 €]a1, bi[X...X]an, b,[}, called the set of parameters, in the Cartesian
space R™, consider an open set U C R", called the set of geometric positions, and consider a C?-
diffeomorphism ¥ : ¢ € U,ar — p € U, called a coordinate system.

Let (d@;) the canonical basis of the parameter space, let ¢ = >, ¢;d; € Upar (the ¢; are called the
parameters). E.g., see the polar coordinate system at § where ¢ = (q1,¢2) = (r,0).

U being a diffeomorphism, at any p = ¥(q) € U the vectors

make a basis in F at p, and (@;«(p)) is called the coordinate system basis at p. Its dual basis at p is made
of the linear forms dg;(p), so where, for all i, j,

dCIz'(P)ﬁj*(P) = 53 (5.28)

Duality notations: dq'(p).@j.(p) = (5; for all 7, 5.

S.4.2 Parametric expression of the differential of a scalar valued function

U —->R

defined in U can be described
p — f(p)

With a coordinate system W, a scalar valued function f : {

Upar — R

- defined in U,,,, and g is called the
G — 9(@) := f(p) when p = W(q) ’

with the function g = fo ¥ : {

parametric expression of f. Thus

dg(q) = df (p).d¥(q) when p=¥(q), (S.29)

in particular,
dg o noted of

8*%@ = dg(q).d; = df (p)-d¥(q).d; = df (p)-d;«(p) 8qj( p)- (S.30)

Warning, pay attention: f is a function of p, not a function of ¢, and the notations g—;(p) means
J

= a(gi;f,)((j) when p = ¥(§), and nothing else.
Thus with (dg;(p)) the dual basis of the coordinate basis (@;.(p)) at p,

QJ
k,,

p) ED zn: p) da; (p (S.31)

Duality notations: df (p) =3, 8q]( p) dq’ (p).

Remark S.15 Pay attention to the notations that could contradict themselves:

1- In Upar the dual basis (m4;) of the Cartesian basis (d@;) is a uniform basis (independent of §)... and
is (almost) never written (dg;)...

2- Indeed, (dg;(p)) is the name reserved for the dual basis of (@;«(p)) in the geometric space... Mind
the notations! E.g. for polar coordinates (dqi(p),dg2(p)) = (dr(p),df(p)) is the dual basis of the polar
coordinate system basis (@1.(p), do«(p)) at p, cf. (6.6.2). ua

Exercice S.16 Bases (d;) and (l_);) at p. A vector T is expressed as &' =), Tq,0; = y _, mb’il_);-. Prove:

S of of of of
“ L 858},77; 6$a,i or 89:” 6()\£Ea71) ( )
(Change of unit formula.) Duality notations: ;—fj =A ;Z’ .

Answer. df (p).b;(p) = Mdf (p).@,(p) (linearity of df (p)) reads 1} (Or [df] 5 = [df]ja-P with P = AI here.) un
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179 S.4. Application 2: Coordinate system basis and Christoffel symbols

Exercice S.17 [df] ; = [df]jz. P, cf. (S.19), i.e. %‘b = Y11 5% P is also noted

of <~ Of ol

— = - - (S.33)
Owy, = 0, O
Why?
Answer. Quick answer. [f]lg =P ' [7a, i-e. [T)ja = P.[a‘:’]‘g, which means [5:’]|5([f]|5) = P.[f]lg, ie.
xtll(x1§7 ,.T?) Z;Z:lpjlxi .
: = : , thus gm? (b, oy b)) = PJ, Vi, j. (S.34)
xi(x), . zl) Z;lzlp]_nxi b
Thus (S.33) means
of of 04, 1 n of i
——(p) = - (T ey T thus = P;, S.35
oy )= 3G 05 ahoal) > )7 (535)
as given in (S.19).
Detailed answer. Let O be a point (origin) in U. If p € U, let & = Op S whdi = 3" whbi.
This define the function [7]7 : [Z]; — []a([2],5), and we have [#])z([Z] ;) = P.[Z] 7 (change of basis formula).

Then let fo, fr : R™ — R be deﬁned by fo([@]ja) == f(p) and fb([:i'}“;) := f(p). (NB: f, and f, don’t have the
same definition domain: They are different).

Thus fu([@)a) = (@) (= f) when [E(@)))e = P&y s0 (fu o [@a)([@)5) = foll#)y). Thus

w;%[?'a)([fhg) = afb ([:rhb) thus the meaning of (S.33) is
- afﬂ — a‘rgz — afb .
> o (A0 5 ) = G (5.30)

Question: Why did we introduce f, and f, (and not just keep f)?

Answer: Because a vector is not just a collection of components (is not just a matrix), and O_}; cannot be
reduced to a matrix of components (which one: [#])7? []57). Here f is a function acting on a point p (independent
of a referential), while f, and f, are functions acting on matrices (dependent on the choice of a referential): The
domain of definitions are different, so the functions f, f, and f, are different. un

S.4.3 Christoffel symbols
We use duality notations for readability and usage.

Definition S.18 In a coordinate system basis (€;(p)) in E (previously called (d@;.(p)), the Christoffel
symbol 7%, (p) € R are the components of the vector déy.(p).€;(p), i-e. dek(p)-€;(p) = > p_1 7} (P)€(p), s0

der.@ =Y Y|, or déj.é =Y e (S.37)
] k=1

(So, with (e’(p)) the dual basis of (€;(p)), fy;k := e'.déx.€;, and, for calculations with contractions,
déx = > Vix€i ® €7.)

(The Christoffel symbols vanish in a Cartesian framework.)

(Differential geometry in manifolds: Vg é), = Z?:ﬂ;ké}, Le. the 7, = €".Vg € are the component
of the connection V, the usual connection in a surface in R™ being the Riemannian connection, in which
case Vg, € is the orthogonal projection of déy.€; on the surface relative to a Euclidean dot product.)

E.g. for the polar coordinate system, see remark [6.12] dés.¢5 = —réy, thus 74y = —r and 72, = 0.
Exercice S.19 Prove: If (€;(p)) is the coordinate system basis of a C? coordinate system, then:

02
0q*dqi

Vi, j, dé;.€; = déj.e; (= ), and Vi,j,k, ’yj’?i = ’yfj (symmetry for lower indices).  (S.38)

Answer. el(p) = (& o U)(q) =B2D aw(g).a@; gives d(& o U)(q).d; = d(dV(q).d:).d;, thus d&;(¥(§)).dV(q).d; =

e

aqt  __ . . 2y — 4é.. 8, noted 92w n ko> _ n k = n
Bl = aqi (Schwarz theorem since ¥ is C*) = d€}.€; Baroqrs ThUS D0 1 7i€k = D5 17ji€k- ==
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180 S.5. Application 3: Differential of a vector field

Exercice S.20 Consider two coordinate system bases (@;(p)) and (b;(p)) at p, P(p) = [Pi(p)] the tran-

sition matrix from (@;(p)) to (b;(p)), and Q = P~L. Using the generic notation déy.€; = Z?:lfy;k&é'i,
prove the change of basis formula for the Christoffel symbols:

,Y_]k b= Z Q)\PP« ’Y,uz/ a+ Z Ql)\PJ#(de . Z Q}\Pld« ’Y,ulz a+z Q)\ de )) (S 39)
A p,v=1 A,pu=1 A, p,r=1
(Because of the term 3 QQP]”(dP,;\.&'M), a derivation is not a tensor.)
Answer. by(p) = >, PY(p)a.(p) gives dby.b; = > (dPy bj)ad, + >, PY(da,.b b;) = > Prap.ay)a, +
>, P{ Pl (dd,.d.); And b' =Y, Qa’, thus

Viko = b dbi.by = > QA\PH(dPY .d@y)a’.d, + Y QAPIPYa  (ddy.du) = > QAP (AP .d) + > QAP Pl Viv.a,

Apv Apv Ap Apv

thus " . l.l

S.5 Application 3: Differential of a vector field

Here F = E = R», ® ="°%d i ¢ I(U) is a vector field. Thus di(p) € L(E; E) and dib.i is a vector field
in E for all @ € T(U), given by (dw.@)(p) = dw(p).u(p) = limp—0 w € E.

Quantification: (é;(p)) is a basis at p in E. Call w;(p) € R the components of @(p), i.e. W(p) =
> wi(p)€;(p)- And call w;);(p) the components of dii(p) (endomorphism in E):

n

W= Zwié’i, di.e; = Zwm €, |d]je = [w;;] (Jacobian matrix). (5.40)
i=1

And tensorial notations for calculations with contractions: (m;(p)) being the dual basis,
n
ij=1
Duality notations: @ = 377 w'€;, d.€; = Y, wi; €&, [dd]|e = [w}], and dw = 37", _
In a Cartesian basis: Here (€;) is uniform, so @(p) = Y i w;(p)€; gives dw(p).€; = > i, (dw;(p).€;)é;,

thus (S.40) gives

ow; ow;

ted
Wiy = gy @) " wig, so [d]j =[5 (5.42)
i j
Duality notations: wj; = 9w and [dad]z = [22].

In a coordinate system basis: With the coordinate system described in §[S.4)and the duality notations
n

for readability (and usage). @(p) = Y., w'(p)&;(p) gives, for all j,

n n

di.é; =Y (dw'.€)E + Y w'(dee;) (=) whé). (S.43)
=1

=1 =1

(Tensorial notations to be used with contractions: dw = 37, € ® dw' + 3, w' dé; = Y-, wf;& @ e'.)
And 37, w'(dé;.€)) =E37 Dk wi’yﬁék =ik wk'y;»k(?,;, thus, for all 1, j,

i

i _ 0w S w iz
wj; = o + ];w Vik | where od = dw'.€j. (S5.44)

(g%q"j := dw'.¢€; is the derivation along the j-th coordinate line of the scalar valued function w?).

(In particular, if @ = &, = ", 6i¢;, we recover dep.¢j = >, 08; + >, OF Vin€i = 22 Vi@, cf. (S.37).)
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181 S.6. Application 4: Differential of a differential form

Exercice S.21 With exercise [S.20, and @ = Y7 u'd@; = 3, v'b;, check with calculations (di is an
endomorphism defined independently of any basis):

(] = P~ [dd]jz. P, e o) = ZQkuMP@ (S.45)

k=1

Answer. b; = >, Pfag for all i, Q = P and [w)] 5 = Q-[w])z reads vl = Zk Qiu® for all i

]
Cartesian basis: dv’.b; = a3, Qiu®).(32, Pe_') > e @i (du®.d@) Pf, qed (here the Qk are uniform i.e.
independent of p).
Coordinate system basis: v = 3", Qiu’ gives dv’ b = =>,(dQ5.b by )u? + 3, Q4 (du? .b;); Thus

153
-d b +Zv ’ngb

= > WPHdQA.G) + Y QAP (dutd,) + > (QAuM)QLPI (AP .du) + Y (QEu*)QAPE P Yy

Ap A kApv kwApy

And QEP} = 8} gives (dQF.a.)P) + QE(dP}.d,.) = 0, thus the third term reads

ST W QUPrQN(APY d,) = — > W QUPIPY(dQN.d,) = — Y u PIdQA.d,),

kAuv kApv Ap

which cancels the first term: Thus v; = >, QAP (du*.d@u) + 35, v/ QS Plyp, = 205, Quf; P, ie. . e

S.6 Application 4: Differential of a differential form

Here F = R, ® ="0%d ¢ ¢ V(1) (differential form) supposed C*, p € U, so £(p) € E*. Its differential at p
in a direction @ is d¢(p).@ = limy,—o M}W € E*. And (d{(p).@).v = limy,—0 M eR
for all 4, v € E.

Quantification: (7.;(p) its the dual basis.
Call 4;(p) € R the components of £(p), i.e. £(p) = > ;" £i(p)mei(p). And call £;;(p) the components
of dl(p) € L(E; E*):

0= limes, dLE =Y Lyjmes, [dl)z = [Ly;]. (S.46)
=1 =1

Tensorial notations, to be used with contractions: df = 377", £;);Te; @ Te;.

Duality notations: £ = Y=, f;e’, db.€; = 321" b€, [dl]jg = [€;], and dl = 377 i e’ @ €.

In a Cartesian basis: Here (€;) is uniform, so

ot; noted ot;
b = — =Y, al)\z S.47
ilj 8.Z‘J( ) 5] S0 [ ] [633]] ( )
Duality notations: £;; = df;.€; = 8 Y and [dl]|e = [gﬁj-].
In a coordinate system basis: With duality notations and Christoffel symbols:
de'.¢; = —Z’y;kek . (5.48)

—

Indeed, ¢'.¢; = 0}, gives (de’.€;).¢, + €'.(de;.€;) = 0, thus (de’.&j).€, = —€'. 32,758 = =7k Thus

o ol; .
Ly = o ];Kk’yﬁ where 0¢ (p) := dt;(p)-€;(p)- (5.49)

Indeed, ! = Zi Eiei giVGS dégj = Zz(dglgj)el + Zi Zl(delgj) = Zl(d&gj)el — Zik Ei’y;:kek.
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182 S.7. Application 5: Differential of a 1 1 tensor

S.7 Application 5: Differential of a 1 1 tensor

. 1 U — L(E",E;R) . . U — L(E;L(E", E;R)) | .

Consider a C! (1) tensor T : . Its differential dr : is
= |lp =z = | p —dzp)

defined by dr(p).i = limy, o 22 ZE ¢ £(B B R), so (dr(p).i)(¢, §) = limy,_o 22 DED 20D

(€R), for all #,7 € E and £ € E*.

Quantification (duality notations): Basis (€;(p)) in E at p, dual basis (e’(p)), call 7/(p) the components
of 7(p), call 7}, (p) the components of dz(p):

lzznjé’i@ej, dr.e Z |kez®e ) (S.50)
ij

i,j=1

Tensorial notations, to be used with contractions: dr = Z;Lj kle;|k€i R el @ ek,
(Classical notations: 1 = Z Tij€i ® Tej, dT.€) = Zij Tij|k€i @ Tej, and dr = Zijk Tij|k€i @ Tej @ Tek-)

Cartesian basis: dz(p).€. = Zij(de (p).€x)€; @€, s0
, ort , ,
i = 2L M= gy, (S.51)

Coordinate system basis: 7(p) = szle; (p)€;(p) @ e’ (p) gives, for all k,

dr.€ Z (dr ]Z €r)e; ® el + ZilT’-‘(dé}.ék) ®el + Zm TJ€1 ® (de .ey)
= >;;ldr T1.€)E ® el + dije ﬂ’kzef ®e =D ije JVkiez ®ef (5.52)
le( ; é'k)é"i ® ej + ZUZ ]’ykéel ® 6 Zz]l Tfpykjei ® 6'7
thus
. ort n ) no ort ,
Tk = 871?“ + ZTf’y}d - Zﬁyf;j where 871; = dr}.€k. (5.53)
(=1 =

(We have the + sign from vector fields, cf. , and the — sign from differential forms, cf. )
Exercice S.22 If i € E, { € E* then for the elementary (}) tensor 7 = i ® ¢ prove:

AT @ 0).8 = (di.y) @ L+ T (dL.e), and (T @L0)%, = ufly +u'l, (S.54)
when @ =3, u'€;, £ =30, Liel, di.éy =35, uly €, dl.e, = 3, Ljjpe’.

- i i > n i > j i i
Answer. T =U®L =}, 7i€; ® €. where 7/ = u'(;, and dr.ex = 37 ;17,6 ® e’ where 7/, = (u'(;)x =

uf,cﬁj + Ul = (T ® E);-‘k Thus (51m11ar to the derivation of a product):
(@ ® £)(p+hex(p)) — (€@ £)(p) (p+héx(p)) ® L(p+hek(p)) — iu(p) ® £(p)

(@ @ £)(p)-e(p) = lim - = lim T
_ i Zpthek(p)) ® Upthé(p)) — ulpther(p) @ Up) |y  Gpther(p)) ® Up) — dlp) @ Up)
h—0 h h—0 h
— hm( (p—i—hek(p)) (p+hek(p)) _ é(p)) + lim (ﬁ(p+h€k (p)) _ ﬁ(p)) ® g(p)

>

h— h—0 h

= t(p) ® (dl(p)-€x(p)) + (dii(p)-€x(p)) ® L(p),
thus (S.54)1. Which gives d(ii ® £).& = (X, u'&) @ (X 4ke?) + (3, ufu@) ® (X; £¢7), thus (S.54)-.

S.8 Divergence of a vector field: Invariant

I'(U) is the set of O vector fields in U, and Tr : L(E; E) — R is the trace operator.
Definition S.23 The divergence operator is

r'U) — C°(U;R)

S.55
W — divw := Tr(dw), ie. divd(p) := Tr(ddi(p)). (8:55)

div:=Trod: {
(So divw(p) = trace of the endomorphism dwi(p)).
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183 S.9. Objective divergence for 1 1 tensors

Tr and d are linear, hence div = Tr o d is R-linear (composed of two R-linear maps).

Proposition S.24 The divergence of a vector field is objective (is an invariant): Same value for all
observers (objective quantity) intrinsic to .

ip g
= ), v'b; gives

Proof. The differential and the trace are objective. (Or computation: @ = Y, u’
. k ) l..

_ j ¢ i _ Cyik 0,k _
Ul = ke Qzuﬁpj, see " thus >, vl = >ine b Qﬁc“\ke =D ke 5&“@ =D pu |k

Quantification: « € I'(U), (&) is a basis, W = ;" jw;é; with classical notations, and w,;(p) are the
components of the vector dw(p).€;(p) in the basis (€;(p)). Thus

divid = wy; | (S.56)

Duality notations: @ = }_i w'e;, d.€; = 371w, [dw] e = [wi,], divd = Y7I wf.

|7

noted dw; and

Cartesian basis (€;) (classical notations): dw;.€; = 5
J

ow;
8l‘i

w;); = Ow thus divd = Z (5.57)

b
8l‘i P

Coordinate system basis (€;) (duality notations): With the Christoffel symbols, cf. (S.37)), (S.44)) gives

wi, = 20 Zw Yo thus  div = Zaw . (S.58)

=1 i,k=1

Exercice S.25 Prove:
div(fw) = df @ + f divd. (S.59)

Answer. d(fw) =W ®df + fdw, thus Tr(d(fw)) = Tr(@d @ df) + Tr(f dw) = df. & + f Tr(dw). Use a coordinate

system if you prefer. un

Remark S.26 If « is a differential form, if (€;) is a basis and (¢') its dual basis, and if o = Y71 e,
then da = >""" 105)€" @ e’, with @;|j := €;.da.€;. Here it is impossible to define an objective trace of da
like Z?:ﬂlzlz The result depends on the choice of the basis (the Einstein convention is not satisfied, and
e.g. with a Euclidean basis the result depends on the choice of unit of length: Foot? Meter?). Thus the
objective (or intrinsic) divergence of a differential form is a nonsense. ou

S.9 Objective divergence for 1 1 tensors

To create an objective divergence for a second order (}) tensor £ € 71 (U), in l we have to contract an
admissible index with the “differential index &k, So, no choice: Contract ¢ and & to get (ﬁ;/g = Z?j:171?|iej
Let us start with:

Definition S.27 Let @ € I'(U) and ¢ € Q'(U) be C'. The objective divergence of the elementary ()
tensor @ ® ¢ € TL(U) is the differential form div(7 ® ¢) € Q(U) defined by

div(@ ® €) = (divid)l + d.i, (S.60)

i.e. defined by div(@® £).15 = (divii)(£.15) + (d0.45) i for all i € E. And the objective divergence operator

— (THU) = QYU)

div : — is the linear map defined on elementary tensors with (S.60).
T —divr

Quantification: (&) is a basis, (¢') its dual basis, @ = 3, u'€;, £ = >°, £;¢/. Thus u®¢ = 3, u'l;&;®¢,

and ([S.54)-(S.60) give

n

div(@ @ £) = > (ull; + l;u’)el. (S.61)

i,j=1
So for an elementary tensor 1 = U ®{, T = le Ti€; ® ), and dr.€), = Z”k ;‘ké} ® e and &R/( ) =
Z” Ne with 77 k= u|k€ +utl; |k here with 77 = ulﬁ , and lek = ulkﬁ +utl; j|k» SO T S u‘zﬁ +u’ Eﬂl
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184 S.9. Objective divergence for 1 1 tensors

Thus, by linearity of cfi;/, for all tensors 7 € T (U), we have with 1)

divz = D T} e [dive)ie = (s ™ i Th) (5.62)

ij=1

(row matrix since &R/; is a differential form). Le., we have contracted ¢ and k in 1'

éClassical notations: c/l\i;/g = Z” 1Tij|iTejs 1-€. [d1v7]|e = (D Tit)i 2 Tinli )-)
0
—~ ort .
Cartesian bases: divr = a—]iej )
= z
=
e (5.63)
- H n . n .
Coord. sys. bases: divr = Z (5% + erﬁk — erv,ij)ej
ij=1 k=1 k=1

Indeed: With 7 = >, (3;7/€i) ® ¢/ = >, 4; ® ¢/ where w; = >, 7/€;, the linearity of div gives
&‘i;/g =2 &\i;/(zﬁj ® e); Thus, with (S5.60): 1- Cartesian basis: divid; = Y
>0 g; e/ =3, 74 ¢, thus (S.63)1; And 2- Coordinate system basis: divi; = G35 Tj"’zlk 7 ’ylk

and dej.'LUj => jkdej.ek =>u Tf(— Do 'y,iiei), thus Zj dej.zf)j = 7Zijk Tjk'y,iiei = fzwk ] fykj
thus (S.63)s.

Exercice S.28 Prove: If f € C'(U;R) and 7 =37

zglj

181 anddejf()give&‘i;/T:

ie;@el € THU) N C! then
div(fz) = df.z + f divz. (S.64)

Answer. fr = Z” frjé ® e gives d(fr) = Zz]k(fT]i)Wé; ® d@e = E”k(ﬂm'] + fTp)E ®e @ eF, thus
diV(f;) = sz (leT + .f |7,)6] And dfT + .fleT - Zz] f‘ZT e + f ZZJ ]il’LeJ ...

Exercice S.29 Prove: If 7 € T (U) and @ € I'(U) then

div(z.) = div(z).@ + 1 () d |, (S.65)

_ 7,~a . j‘} . =\ [ ]
Answer. 7 =3, Tie; ® e and W=, w'e; give T =3, Tjw €;, thus div(r.a) = 32,; mw ol wl un

Exercice S.30 If 7 € T} (U) check with component calculations (since dlv( ) € TY(U) is objective):
[dlv( Dy = [dlv( 7)]ja-P  (covariance formula), (5.66)

where P is the transition matrix from a basis (d;) to a basis (b;).
Answer. Let 7 = i a;-(i’i ®a' = E TJ’I; ® VY, so 7‘] ZM Q)\O')\P”.

1- Cartesian bases: >, 7, = >, dTJ i =D, d(ZM Q\opPl).(X, PF.@y) = Y, QAP P! (do).d@,) =
2w 5§P“(daﬁ av) =3y, Pf(doy.a aA (N ‘LM)P as desired.

J

2- Coordinate system bases > i T *i Sidrié+ Y, J'm b= D ie TZ’}/ijb (with j fixed); With

> (dr} bi)

> QL (dop bi) P+ > (dQSb:) op P+ Q4 o (dPL ;)

2 AL TAL AL
= > Q\PIP!(doj.d) + Y op PEPY(dQN.G) + Y o QAP (AP .d,)
TApY TApY TApY
= > Pl(doy.dx)— Y on PLQN(AP.d@) + Y op (dPL.dy)
A IApUY Ap

since PY Q% = 8% gives P} (dQ%.d,) — Q4 (dPY.d@,). And, with (S.39),
ZTf’yZZ,b = Z ZQ/\U;LPM ZQOLPBPZ f}/ﬁw a +ZQO¢P/B dPZ a’ﬁ))
il

il Ap afBw apB (867)

ZO’;LPH,-YCXA a + Z UiQiPJ”(dP?aa)7

Ao CApe
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185 S.10. Euclidean framework and “classic divergence” of a tensor (subjective)

and
=Y v = — > O Qsen P PP Qivesa + Y PrQL(APY da))
il i Ap afw aw (868)
= =D ol s - ZUH (dP}.dx)
App
Thus >, 7; g\z Z,\# (dUH ar) + ZM& UHPH%A o ZAuB O’H.Pj ’yw’a = ZM Pj“a;‘M as desired. un

S.9.1 Divergence of a 2 0 tensor

Letz € Tg(U)and £ = 7', 7 €;®¢;, thus dr = sz,kzlri{ka(@éj@ek; Then two objective divergences
may be defined: by contracting k with i, or k with j. (The Einstein convention is then satisfied.)

S.9.2 Divergence of a 0 2 tensor

Let 7 = Z” (Tijet ® el € TY(U). Thus dr = Z”k 1Tijike’ ® ! ® e¥, and there are no indices to
contract to satisfy Einstein convention: There is no objective divergence of 0 2 tensors.

S.10 Euclidean framework and “classic divergence” of a tensor (subjective)

Let g € T1(U) be a (}) C* tensor (so at any point in U naturally canonically identified with an endomor-
phism). An observer chooses a Euclidean basis (€;) and call (-, -), the associated Euclidean dot product.
Let [g]je = [o4]-

Definition S.31 The usual divergence div.g in continuum mechanics is the column matrix (it is not a
vector)
n  0oij
Zj:l axljj . q
diveg := : = [dive]? note dive. (5.69)
n  Oonj
Zj:l 8m-7j

So: Take the divergences of the “row vectors” of [g]. = [04;] to make the “column vector” [div.g].

Proposition S.32 If i € T} (U) (a vector field), then

[div(g.i@)]jz = divea” [z + [g]‘q; [ (5.70)

Proof. 1} gives div(c.7) = &ivv(g).ﬁ—i-g O di, thus 1} Or direct calculation. wa

More general definition of divergence in classical mechanics : Let g be a C1 tensor of order 2 of any
kind. Then the divergence div.g of g relative to the basis (€;), is the column matrix (it is not a vector)

n Qo
Zj:l axlj
diveg = : . (5.71)

Zn ' 0o nj
j=1 OxJ

It can be written

divg=>" g‘;” E; (S.72)
i J

where (E;) is the canonical basis in M,; the space of n * 1 column vectors.

Exercice S.33 Prove that the “so called vector” diva defined by

dive = Z 88(;” €, (5.73)
J

is not a vector of any kind.

Answer. We have to prove that: If (@;) and (b;) are bases, if P is the transition matrix from (a@;) to (b;), then
neither [divg]lg #* P_l.[divgha nor [leU}T [leG’]‘a , (S.74)

i.e. the divergence as defined in is neither contravariant nor covariant (does not satisfy any change of basis

formula). (Compare with (S.66]))
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186 T.1. The adjoint of a linear map

Consider the simple case b = @i, for all 4, A > 1: Transition matrix P = X\, and P~! = L T.

For a (}) tensor: ¢ = 3,.(00)ibi @ U/ = ¥, .(0a)}di ® a' o5 = P~ lo)a.P = Lola
(0a)s = (o)} for all 4,5. Thus ll gives divg = >°,.(d (0)5.b b;)bi = > (d(0a)}.(Ad;))(Adi) = A’divag. Thus
[divea] 5 # Pt [divec])z and [diVbO']‘b [divao ]Ia P.

For a (3) tensor: gf D i Ob,igb" b = 2 ijOaijal ‘®a’, and [o ol = PT. le]ja-P = 2 o]z, i-e. b = NG .ij
for all 4,j. Thus gives div,g = >, .(dabyw.b Ybi = A2 >4 (doa,i; . (AG5)) (Nd:) = A*divag. Thus [divea]; #
P~ [divg]|z and [divbg]lql; # [divao ha P.

For a (3) tensor: ¢ =3, .0 ol @by = >, 0dd ®d;, and [g] ; = P~ [a)ja. PT! = zld]ja, Pe. o) = 5ol
for all 4,j. Thus gives divg = >, (dob] b)b; = = Zm(do” (Ad;))(Ad:) = divag. Thus [divg]; #
P7!.[divo]|z and [div,,g]f; [divao] ;. P. oa

\& =

A [0’]‘@*, ie

|a-

T Natural canonical isomorphisms

T.1 The adjoint of a linear map

Setting of § E and F are vector spaces, E* = L(E;R) and F* = L(F;R) are their dual spaces,
and the adjoint of a linear map P € L(E; F) is the linear map P* € L(F*; E*) canonically defined by

Ve F*, P*({):=LoP, written P*L=L(P (T.1)
(dot notations P*(¢) =noted P* ¢ and foP =1°%d ¢ P since £ and P* are linear), i.e., for all (£, %) € F*x F,
P*(0)(@) = L(P(%)), written (P*.0).i = L. P.i. (T.2)

Interpretation: If P is the push-forward of vector fields, then P* is the pull-back of differential forms,
see remark In particular, it will be interpreted with P € £;(E; F') (linear and invertible = a change
of observer).

T.2 An isomorphism F ~ E* is never natural (never objective)

Two observers A and B consider a linear map L € L(E; E*); Let P € L(E; E) be the change of observer
endomorphism. Willing to work together, A and B (“naturally”) consider the diagram

E —L> E* . + considered by observer A
Pl TP (T.3)
E —L> E* <+ considered by observer B

Definition T.1 (Spivak [17].) A linear map L € L£(E; E*) is natural iff the diagram (T.3) commutes for
all P € L(E; E):

L € L(E; E*) is natural <= VP € L(E;E), P*oLoP = L. (T.4)

(In that case, if A computes L.@ with the top line of the diagram, if B computes with the bottom line of
the diagram, then they can easily check their results since here L. = (P* o L o P).4.)

Question: Does there exist an endomorphism L such that the diagram (T.3) commutes for all change
of observers? That is, do we have

7L € L(E; E), VP € Li(E;E), P*oLoP=0L7 (T.5)
Answer: Always no (if L # 0):
Theorem T.2 A (non-zero) linear map L € L(E; E*) is not natural: If L € L(E; E*) — {0}, then
IPe Li(E;E) st. L#P*oLoP. (T.6)
Proof. (Spivak [17].) It suffices to prove this proposition for £ = R. Let L € L(R; (R)*), L #0.

Let (@) be a basis in R (chosen by A). Let (bl) be a basis in R (chosen by B).

C0n51der P € L;(R;R) defined by P(al) = by (change of observer), and let A € R s.t. by = Ad@;. Then
gives P*(0) (@) := L(P(dy)) = £(by) = £(Ad1) = M(a@1), thus P*(£) = M for all £ € (R)*.

Thus PH(L(P(a ))) P*(L ()\Eil)) = AP*(L(a@1)) = \2L(a@1) # L(a@) when A\? # 1. E.g., P =21 glves
L+#P*oLoP (=4L), thus (T.6): A (non-zero) linear map E — E* cannot be natural. n
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187 T.3. Natural canonical isomorphism E ~ E**

Example T.3 Consider E s.t. dim E = 1, and consider the linear map L € L(E; E*) which sends a basis
(dy1) onto its dual basis (741), so L is defined by L.d; := ma;.

Question: If (51) is another basis, A # 41 and by = A\ (change of unit of measurement), does
L.gl = mp1, i.e. does L also sends (51) onto its dual basis?

Answer: No. Indeed, 51 = A\dp gives mp; = %ﬂal, thus L.l;1 = AL.@; = w1 = Nmy # my since
A2 #£ 1. In words: L is not natural, cf. .

A different presentation: Let L4 and Lp be defined by L4.d; = m4; and LB.gj = mp; for all j. And
suppose that b; = A@; for all j. Then, La.b; = AL 4.@; = AMrq; = A2my; = A2Lp.b; # Lp.b; when A2 # 1,
that is, L4 # Lp when A2 # 1: An operator that sends a basis onto its dual basis is not natural. u

Example T.4 Let (-,-), be an inner dot product in E = R"™. Let ﬁg € L(E*; E) be the Riesz rep-
resentation map, that is, defined by ﬁg(ﬁ) = Zg where E_;J is defined by (Zg,f)')g = (.7 for all ¥ € IF@,

cf .

Question: Is R, natural?

By g
Answer: No: Consider the diagram (P* 4 1) P) with P = AI, A # £1. Then P* = AI, and
E* — FE
R,
P.ﬁg.P*.ﬁ = A2ﬁg.£ # R,.0 gives P.ﬁg.P* # ﬁg: So ﬁg is not natural, cf. . (You may prefer to
consider the diagram with L = E;l.)
A different presentation: Consider two distinct Euclidean dot products (-, )4 and (-, -)5, (e.g., built with
a foot and built with a metre). So (-,-), = A2(-,-), with A2 # 1. Let R,, Rj € L(R"*;R") be the Riesz
operators relative to (-, )4 and (-, ), that is ﬁg.é = Fg and Ry, 0 = 0}, are given by (.7 = (Zg,ﬁ)g = (0, 7)n
for all 7 € R". We have £}, = A2/, cf. , thus Ry, = A2R, # R, since A\ # 1: A Riesz representation
operator is not natural (it is observer dependent). un

T.3 Natural canonical isomorphism E ~ E**

Two observers A and B consider the same linear map L € L(E; E**) (where E** = (E*)* = L(E*;R)).
Willing to work together, they (“naturally”) consider the diagram

L

E = E* . + considered by observer A
Pl P (T.7)
E T) E* <+ considered by observer B

where P € L(E;E) is a linear diffeomorphism, P* € L(E*; E*) its adjoint, given by P*({) = £ o P
cf. (T.1), and P** € L;(E**; E**) the adjoint of P*, thus given by P**(u) = uo P* for all u € E**
cf. (T.1), i.e. P** is given by, for all (¢,u) € E* x E**,

(P (w)(0) =u(loP), ie (P u).l=u.(lP). (T.8)

Question: Does there exist a linear map L € L(F; E**) that is natural?
Answer: Yes (particular case of the next proposition):

Proposition T.5 The canonical isomorphism

7 E — E* (T.9)
Pl @ »u=Jp(@) defined by Jg(@)():=Lid, Ve E" ‘

is natural, that is, F' being another finite dimensional vector space, the diagram

Py L™ ritten P L P (T.10)
F— F* F — F*
Jr J

commutes for all P € L(E; F), i.e.

VP e L(E;F), P oJg=JroP, andwe write E ~ E**. (T.11)
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188 T.4. Natural canonical isomorphisms L(E; F) ~ L(F*, E;R) ~ L(E*; F*)

Thus we can use the unambiguous notation (observer independent)
J(@) "G and J@)0" a0 (= a). (T.12)
(And u = J (@) is the derivation operator in the direction i.)

Proof. (Spivak [17].) It is trivial that Jg is linear and bijective (E is finite dimensional): It is an

isomorphism. Then (P** o 75(@)(¢) = 75(@) (£.P) E2(¢ 0 P)(i) = t(P(i1)) B2 T (P())(0), for all
e F* and all 4 € E, thus P** o Jg (i) = Jr(P(W)), for all @ € E, thus P** o Jg = Jr o P. .

Proposition T.6 (Characterization of Jg.) Jg sends any basis (@;) onto its bidual basis. (Expected,
since Jg (1) is the directional derivative in the direction i, whatever .)

Proof. Let (d;) be a basis and (m,;) be its dual basis (defined by m4,.d@; = d;; for all ¢,j). Then (T.9)
gives Jg(a;).Tai = Tai.G5 = 6” for all 4, j, thus (Jg(@,)) is the dual basis of (74,), i.e., is the bidual basis
of (a@;); True for all basis: JE( i) Thi = Tpi- b = ¢;; for all ¢, j. .

T.4 Natural canonical isomorphisms L(E; F) ~ L(F*, E;R) ~ L(E*; F*)

E F, A, B are finite dimensional vector spaces. Consider the canonical isomorphism

L(E;F) — L(F*, E;R)
EF - ~ ~ o . o * (T13)
L - L=Jgr(L) where L(¢{,@):=¢L4d, V(i) €F*"xE.
Let Py € L;(E;A) and P2 € L(F; B), and consider the diagram
L(E;F) 2% Jerg L(F* E;R)
Ip | 1Ip (T.14)
L(A;B) — L(B*,A;R)
Jan
where L B
Ip(L) = Po.L. Py and Zp(L)(b,@) = L(b. Py, Py @) V(b,d) € B* x A. (T.15)

(Zp and Tp are the push-forwards for linear maps L € L(E; F) and for bilinear forms L € L(F*, E;R).)
Proposition T.7 The canonical isomorphism Jgr is natural, that is, the diagram (T.14) commutes for
all Py € Li(E, A) and all Py € L(F, B):

natural

Zp o Jor = Jap o Ip, and L(E;F) L(F*,E;R). (T.16)
natural

Thus L(E*; F™) L(E; F).

Proof. Jus(Zp(L)) (b, @) 22 b 25 (L).d T2 b.(Py. L. P1 V)i = (0.P).L.(P @) 22 Jo (1) (0P, P 6)
IA;;(jEF( L))(b,d), true for all L € L(E;F), be B*, d € A, thus .
Thus £(E*; F -c a0 54 R R o (p 5 R B2 (50 1) B2 o ). .

Consider the canonical 1somorphism (defines the transposed of a bilinear map)
L(E,F;R) — L(F,E;R)
Ker -
T — /@F(T)
and Zup € L(E, F;R) — L(A, B;R) defined by Zsz(T)(@,b) := T(P; .@, P, ".b) for all (d,b) € A x B.
Proposition T.8 The canonical isomorphism Kgp is natural: For all (Py,Ps) € L;(F; A) x L(F; B), the

L(E,F;R) -2 Ko L(F,E;R) ura
diagram ZaB \ Zpa commutes: L(E,F;R)"“~" L(F,E;R).
L(A, B;R) @ L(B, A;R)

} . Ker(T)(@,7) == T(%,d), Y(@7)€ExPF, (T.17)

-,

Proof. 1CEF(ZAB(T))(57 @) = Zup(T)(@,b) = T(Py b, Py 1.a@) and Zpa (Kir (T))(@,b) = Ker(T)(PyL.a, Py Lb) =
T(Py b, Py 1.d@), thus Kap o Zag = Zpa o Kar.
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189 T.5. Natural canonical isomorphisms L(E; L(E; F)) ~ L(E,E; F) ~ L(F*,E, E;R)

T.5 Natural canonical isomorphisms L(E; L(E; F)) ~ L(E,E; F) ~ L(F*, E, E;R)
For application to the second order derivative d(di) ~ d?i and, with @ € Ty (U), the notation di € T} (U),

then d?i € T3 (U), ..., d*q € T}(U), .
Consider the canonlcal 1somorphlsm

7 _{L‘(E;E(E;F)) — L(E,E; F)

, Ty)(ty, 1) =Ty (1) .Uy € F, Vip,is € E,
T —>T2:j12E(T1)} jle( 1)(u1 Uz) 1(U1) U2 U1, U2

(T.18)
and the canonical isomorphism

I . ﬁ(E,E;F) —>£(F*,E,E;R) T(( — —») ._ET(—' —') Vi, 4s € B, VYl € F* (T19)
e Ty — Josp(Ta) =T; 315 W, V)= £.020, U2), - VL, U2 ’ -

Proposition T.9 71, and Jo3 are natural. Thus Ja3 o Jy2 is natural.

Proof. 1- We have to prove that the following diagram commutes:

L(E; L(E; F)) Juop L(E,E;F) . - 1
Zag 1 Yap  where v e - '_1 R (T.20)

LA LA B)) Y128 £(A, A B)

(the “push-forwards) for all @,ds € A and Lap € L(A; B).
Let Ty € L(E; L(E; F)). We have
Tioa(Zap(T1))(@1).Go = Zap(Th)(@1).do = Ty (Py t.@1).(Py t.dz), and
YAB(jlgE(Tl))(al,ag) jlgE(Tl)(Pfl.617Pfl.62) = Tl(Pl_lal)(Pl_lag),
thus J124 © Zap = Yap o J12E, thus Ji2 is natural.
2- We have to prove that the following diagram commutes:

J23 ,

ZE(E’E’ F) _E 'C(F B, E’R) fB.ZAB(TQ)(Jl,ag) = (EB.PQ).TQ(Pfl.al,7);1.52),

B 4 1 Yap where L .

LA, A:B) Tz LB AAR) Yap(15)(€p, a1, d2) = T5(€p. P2, Py a1, Py .G2),

(T.21)
(the “push-forwards) for all @;,ds € A and {5 € B*.

Let T, € L(E, E; F). We have
jggA(KB, ZAB(TQ)(&'l,&'Q)) = EB.ZAB(TQ)(al,ag) = (ZB.PQ).TQ(Pl_l.&l,731_1.62), and
Yap(Joz3a(T2))(Up, @1, @2) = Ja3a(To) (L. P2, Py a1, Py td2) = Lp. Pa.To(Py iy, Py t.d2)
thus Josa 0 Zap = Yap o Josg, thus Jas is natural. un

U Distribution in brief: A covariant concept

We refer to the books of Laurent Schwartz for a full description. In continuum mechanics, with € an
open set in R” and for the space of the finite energy functions L?(f2) and its sub-spaces, a distribution
gives a covariant formulation for the virtual power, as used by Germain.

U.1 Definitions
Usual notations: Let p € [1,00] (e.g. p = 2 for finite energy functions), and let

LP(Q) :={f: Q= R: /Q [f(@)|Pdy < oo} and ||fll, = (/Q [f ()P d)7, (U.1)
the space of functions such that | f|? is Lebesgue integrable with ||.||, its usual norm. Then (LP($), ||.||r»)
is a Banach space (a complete normed space). And let

L*(Q):={f: Q=R ilelg(lf(ﬂf)l) <oo}, and |[f[le = ilelg(lf(x)l)v (U.2)
the space of Lebesgue measurable bounded functions with ||.||s its usual norm. Then (L (), ||.||r<)

is a Banach space (a complete normed space).
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190 U.2. Derivation of a distribution

Definition U.1 If f € F(Q;R), then its support is the set

supp(f) := {z € Q: f(z) # 0} = the closure of {z € Q: f(z) # 0} (U.3)
= the set where it is interesting to study f.

The closure is required: E.g., if Q =]0,27[ and f(z) = sinz for all € w, then {z € Q: f(z) # 0} =
10, w[U] 7, 27[; And the point 7 is a point of interest since sin varies in its vicinity: f/(7) = cos(m) = —1 # 0;
So it is the closure supp(f) := ]0, w[U]r, 2w = [0, 27] that is considered.

Definition U.2 (Schwartz notation, D being the letter after C:) Let

D(Q) :=CF (4 R) = {p € C(R) s.t. supp(yp) is compact in Q}. (U.4)

1

Eg.,Q =R, o(x):=e =22 if z €] —1,1[ and ¢(x) := 0 elsewhere: ¢ € D(R) with supp(¢) = [-1,1].
And D(Q) is a vector space which is dense in (LP(€2),||.||z») for any p € [1, o0].

Definition U.3 A distribution in  is a linear D(Q)—continuousﬂ function

D) - R
T: noted (U.5)
o = T(p) = (T,¢)
The space of distribution in Q is named D’(Q) (the dual of D(Q)).
The notation (T, ¢)pr)p) = (T,¢) is the “duality bracket” = the “covariance-contravariance

bracket” between a linear function T € D’(€2) and a vector ¢ € D(Q).

Definition U.4 Let f € LP(f2). The regular distribution Ty € D’(Q) associated to f is defined by

Ty(p) = /Q (@)p(x) d2. Vi € D(9). (U.6)

So Ty is a measuring instrument with density dmy(x) = f(z) dS, i.e. Tf(p) := [, o(x) dmy(x).

Definition U.5 Let 2y € R". The Dirac measure at z is the distribution T’ noted 8z, € D'(R) defined
by, for all ¢ € D(R),

6100 (@) = (p(ﬂl‘o), Le. <6I0750> = 410(730)' (U7)

And §,, is not a regular distribution (d,, is not a density measure): There is no integrable function f
such that Ty = 6,. Interpretation: 6, corresponds to an ideal measuring device: The precision is perfect
at o (gives the exact value ¢(z¢) at zp). In real life J,, is the ideal approximation of T, where f, is
e.g. given by fn(z) = nly,, 4,41y (drawing): For all ¢ € D(Q), Ty, (¢) —rn—oc 020 () = 9(0)-

Generalization of the definition: In (U.5) D(Q) = C2°(Q;R) is replaced by C2°(Q;R?). So if you
consider a basis (€;) then g € C°(;R") reads ¢ =Y '€ with ¢' € D(Q) for all i.

Example U.6 Power: Let a : Q — TP(Q) be a differential form. Then P = T, defined by
P(0) = [, a.0dS) gives the virtual power associated to a relative to the vector field ¢ (mechanics and

thermodynamics). 5

U.2 Derivation of a distribution
Let O be a point in R™ (an origin). If p € R™ and if (&) is a basis in R", let & = O_fo =3 T

Definition U.7 The derivative g—; of a distribution T" € D'(Q) is the distribution € D’(2) defined by,
for all ¢ € D(Q2),

aT do. . 0T 8o
=-T , le. ,) = —(T, . U.8
@)= ~T(5E), e ()= ~(T, 52) (U3)

% is indeed a distribution: Easy check.)
3The D()-continuity of T is defined by: 1- A sequence (¢n )+ in D(2) converges in D(Q) towards a function ¢ € D(Q)

_ " on,
T Ozil.,.azik

and all 4;; 2- T is continuous at ¢ € D(Q) iff T'(¢n) — T(y) for any sequence (pn)y € D(Q)N ¥ in D(Q).
n oo} n oo

k
iff there exists a compact K C Q s.t. supp(¢n) C K for all n, and || azva & [loo —n—00 0 for all K € N
P

190
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Example U.8 If T = T} is a regular distribution with f € C'(Q ) then 8,(Tf) = T(ﬁ). Indeed, for all
¢ € D(Q), 8{%’:)(@) ~Ty(2 =) = = Jo f( )22 dQ = + [, 2Lp(x) dQ + [.0dT, since ¢ vanishes on
I' = 9Q (the support of ¢ is compact in Q) thus @( )= T(%)( ) for all ¢ € D(Q). oa

Example U.9 Consider the Heaviside function (the unit step function) Hy = 1x £ and the associated
distribution T' = Ty,. Then (Twu,)’, ¢) == —(Tu,,¢’) = —fQ Hy(z)y'(z) dz = —fO O'(x)dr = ¢(0) =
(60, ) for any ¢ € D(R), thus (Ty,)" = d. Written Hy' = dy in D’(Q) which is not in a equahty between
functions, because Hy is not derivable at 0 as a function, and Jy is not a function; It is equality between
distributions: The notation Hy' can only be used to compute Hy'(¢) (= (Ho', ) := —(Ho, ¢')). v

U.3 Hilbert space H'(Q)

U.3.1 Motivation
=z+1ifxe[-1,0],
Consider the hat function A(z){ =1 — =z if z € [0,1], (drawing). When applying the finite element

= 0 otherwise
method, it is well-known that, if you use integrals (if you use the virtual power principle which makes
you compute average values), then you can consider the derivative of the hat function A as if it was the
usual derivative, i.e. at the points where the usual computation of A’ is meaningful, that is,

=1ifz €] —1,0],

—1if z €0, 1], (U.9)
—0ifzeR—{-1,0,1}

N (z)

(drawing).

Problem: A’ is not defined at —1,0,1 (the function A is not derivable at —1,0, 1);

Question: So does the “usual” computation I = [, A'(z)¢(x) dz with (U.9) gives the good result? (This
is not a trivial question: E.g., with Hy = 1g, instead of A, we would get the absurd result H) = 0,
absurd since H{ = dy.)

Answer: Yes:
1- Consider T the regular distribution associated to A, cf. (U.6);
(o)

2- Then consider (Ty), cf. (U.8): We get ((Tr),¢) —<TA,tp’> = — | A@) (z)dx =
0 1 0 =
- [ M@ [ M@ @ =+ [ @)t [ e do for any ¢ € DR

3- Thus (TA)" = Ty where f = 1j_; o; + 1]0 1[» that is (T)" is a regular distribution, And its is named
f = A’ within the distribution framework i.e., for computations (A’,¢) := ((Tr)',¢) with ¢ € D(R)

(value = [, f(z)p(x) dx).

U.3.2 Definition of H!(()

The space C*(£;R) is too small in many applications (e.g., for the A function above); We need a larger
space where the functions are “derivable is a weaker sense” which is the distribution sense. Consider a
basis in R™:

Definition U.10 The Sobolev space H'(2) is the subspace of L?({) restricted to functions whose gen-
eralized derivatives are in L?(Q):

HY Q) ={veL*Q): € L*(Q), Vi=1,..,n}. (U.10)

5:01
Usual shortened notation: H'(Q) = {v € L2(Q2) : gradv € L2(Q)"}.

So to check that v € H({2), even if % does not exists in the classic way (see the above hat function A),
you have to:
1- Consider its associated regular distribution T,

(),
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3- And if, for all 4, there exists f; € L2(Q) s.t. $Le = Ty, then v € Hl(Q)

4- And then f; is noted 8” ~ when used within the Lebesgue integrals | az L (z)p(x) dx with ¢ € D(Q).
E.g., A € H'(R) since (TA) Ty with f = 1)1 [ + L1 € L2(R); And (7)) =2°%d A’ (= f) in the
distribution context (integral computations).

Let (+,-)z2 and ||.||z2 be the usual inner dot product and norm in L?(Q), i.e.
(u,v)p2 = / u(x)v(x)dQ, and |||z =/ (v,v)L2 = (/ v(x)? dQ)%. (U.11)
Q Q

(L?(Q), (,+)r2) is a Hilbert space. Then define, for all u,v € H(Q),

8u 81} 1
(u,v) g1 = (u,v) 2 + 81: Jr2, and ||| = (v,0) 7. (U.12)

Then (H(Q), (-,+)g1) is a Hilbert space (Riesz—Fisher theorem).
With a Euclidean dot product (-,-), in R" and a (-, -)g-orthonormal basis,

(u,v) g1 = (u,v) 12 + (gradu, gradv) 2. (U.13)

U.3.3 Subspace H}(2) and its dual space H1(Q)
The boundary I' = 992 of 2 is supposed to be regular. Let

Hy(Q) == {ve H'(Q) : v = 0} (U.14)
Then (Hg(9), (+,-)z1) is a Hilbert space.

More generally (without any regularity assumption on I'), H}(Q) := D(Q)H = the closure of D(2)
in (HY(),]|.||g1): This closure of D( ) in H'(Q) enables the use of the distribution framework.
Notation : The dual space of H{(£2) is the space

H™H(Q) = (Hy(Q)) = L(Hy(Q):R) (U.15)
equipped with the (usual) norm ||T||z-1 := sup |T(v)|. And (duality bracket), if v € H}(Q2) and
ol 3 =1
T € H1(Q) then
T(0) "ENT,0) g1 gy "E(T ). (U.16)

Theorem U.11 (Characterization of H~1(Q) = (H}(Q))'.) A distribution T is in H~(Q) iff
3(f,9) € L*(Q) x L))" st. T = f—divg (€ D'(Q)), (U.17)
that is, for all v € H} (),
(T,v) 1,11 = / fvdQ —l—/ dv.gds). (U.18)
Q Q
And if Q is bounded then we can choose f = 0. If moreover § € H' ()" then
(T, v)g— w3 = / f(z)v(z)de — / divg(z)v(x) du. (U.19)
Q
(In fact we only need § € Hy;i, () = {g € L*(Q)" : divg € L*(Q)}.)

Proof. E.g., see Brezis [4]. ]

For boundary value problems with Neumann boundary conditions, we then need (H'(£2))" the dual
space of H'(Q). Characterization of (Hl(ﬂ))’: We still have -, but we have to replace (U.17)
or (U.19) by, with a Euclidean dot product in R”, see Brezis [4],

(T, v) gy, 1 = / f@)v(z)de — /Q divg(z)v(z) dx + /Fj(x) o 7i(z) v(z) dx. (U.20)

V Basics of thermodynamics

See https://perso.isima.fr/leborgne/IsimathMeca/Thermo.pdf
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